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  ABSTRACT 

  Linear mixed models, for which the prior multivari-
ate normal distributions of random effects are assumed 
to have a mean equal to 0, are commonly used in ani-
mal breeding. However, some statistical analyses (e.g., 
the consideration of a population under selection into 
a genomic scheme breeding, multiple-trait predictions 
of lactation yields, and Bayesian approaches integrat-
ing external information into genetic evaluations) need 
to alter both the mean and (co)variance of the prior 
distributions and, to our knowledge, most software 
packages available in the animal breeding community 
do not permit such alterations. Therefore, the aim of 
this study was to propose a method to alter both the 
mean and (co)variance of the prior multivariate normal 
distributions of random effects of linear mixed models 
while using currently available software packages. The 
proposed method was tested on simulated examples 
with 3 different software packages available in animal 
breeding. The examples showed the possibility of the 
proposed method to alter both the mean and (co)vari-
ance of the prior distributions with currently available 
software packages through the use of an extended data 
file and a user-supplied (co)variance matrix. 
  Key words:    prior distribution ,  Bayesian ,  linear mixed 
model 

  Short Communication 

 Currently, Henderson’s mixed models methods and 
BLUP (Henderson, 1975) are commonly used in animal 
breeding. The typical linear mixed model is written as 
follows:

y = Xβ + Zu + e,   [1] 

 where y is the vector of records; β and u are vectors of 
fixed and random effects related to the records through 

the incidence matrices X and Z, respectively; and e is 
the vector of residuals.

 It is assumed that the expectations are
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 and the (co)variance matrices are
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 where G is the (co)variance matrix associated with u
and R is the (co)variance matrix associated with e. 
The estimates of β; that is, β̂, and the predictions of u; 
that is, û, can be obtained solving the mixed-model 
equations written as follows (Henderson, 1950):
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 In the case of BLUP, the (co)variance matrices G and 
R are assumed to be known.

  Although u is assumed to have an expectation equal 
to 0, a need exists to alter this expectation in some 
statistical analyses. For example, Bayesian approaches 
integrating external information (i.e., EBV and associ-
ated reliabilities obtained from a foreign genetic evalua-
tion) into a local genetic evaluation alter both E[u] and 
Var[u] (e.g., Gianola and Fernando, 1986; Quaas and 
Zhang, 2006; Legarra et al., 2007). For such approaches, 
E[u] is equal to the foreign EBV and Var[u] represents 
the associated matrix of prediction error (co)variances. 
Another example is the consideration of a population 
under selection into a genomic scheme breeding by as-
suming E[u] ≠ 0 for the genotyped animals. Indeed, 
they may have an expectation different from 0 if selec-
tion occurred (Vitezica et al., 2011). Also, Schaeffer 
and Jamrozik (1996) proposed a multiple-trait proce-
dure for predicting lactation yields for dairy cows based 
on an alteration of E[u] with information from groups 
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of cows sharing the same production characteristics. 
However, to our knowledge, most software packages 
currently available in animal breeding do not permit 
alterations of expectations of random effects, whereas 
they may allow the use of a user supplied covariance 
matrix. Therefore, the aim of this study was to propose 
a method to alter both the expectations and (co)vari-
ances of random effects while using software packages 
currently available in animal breeding. The develop-
ment of the proposed method was based on a Bayesian 
view of linear mixed models.

Bayesian View of Linear Mixed Models

Bayes estimators for linear (mixed) models and their 
relations with BLUP were discussed by several authors 
(e.g., Lindley and Smith, 1972; Dempfle, 1977; Gianola 
and Fernando, 1986; Sorensen and Gianola, 2002). 
From a Bayesian view, all fixed and random effects are 
considered as random. However, the terms “fixed” and 
“random” will still be used below to differentiate β from 
u, respectively.

For the linear model 1, the following prior multivari-
ate normal (MVN) distributions are assumed:

[β|B] ~ MVN(b,B),

where b is a mean vector and B is a (co)variance ma-
trix,

[u|G] ~ MVN(g,G),

where g is a mean vector, and

[e|R] ~ MVN(0,R).

Assuming that all the (co)variance matrices are known, 
the joint posterior density of β and u can be written 
as follows:
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Because this joint posterior distribution is multivariate 
normal, its mean equals its mode, and β and u can be 
estimated by differentiating the joint posterior distribu-
tion with respect to β and u and setting the derivatives 
equal to zero. From this, as shown by Gianola and Fer-
nando (1986), the following equation is obtained:
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  [3]

If a noninformative prior is considered for β (i.e., 
B−1→0) and g = 0, the system of equations [3] simpli-
fies to traditional mixed-model equations [2].

Alteration of Priors for Random Effects

In the following development, it is assumed that g 
and G−1 are known, g ≠ 0, and a noninformative prior 
for β is considered. Therefore, the system of equations 
[3] is written as follows:
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Although most available software packages allow the 
use of a user-supplied (co)variance matrix as G, or its 
inverse G−1, most of them do not allow that g ≠ 0. 
Thereby, the system of equations [4], allowing an al-
teration of the default mean, cannot be solved with 
current software packages. A way to solve this issue is 
to develop a system of equations equivalent to the sys-
tem of equations [4] that can be solved by current soft-
ware packages. Therefore, below we define yP, a vector 
of pseudo-records (i.e., records corrected for all other 
effects than u); XP and ZP, 2 incidence matrices relat-
ing pseudo-records to β and u, respectively; RP, a re-
sidual (co)variance matrix associated to the pseudo-
records; and G*, a (co)variance matrix associated with 
u conditional on pseudo-records. Assuming that XP = 
0, Z R y G gP P P

′ − −=1 1 ,  and G G Z R ZP P P
− − −= +1 1 1* ,′  the 

system of equations [4] is equivalent to
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The system of equations [5] can be written using 
compact notation as
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