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a b s t r a c t

Let Γ be a graph with n vertices, where each edge is given an orientation and let Q be the
vertex–edge incidencematrix ofΓ . Suppose thatΓ has a cut-vertex v andΓ −v = Γ [V1]∪

Γ [V2]. We obtain a relation between the Moore–Penrose inverse of the incidence matrix
of Γ and of the incidence matrices of the induced subgraphs Γ [V1 ∪ {v}] and Γ [V2 ∪ {v}].

The result is used to give a combinatorial interpretation of the Moore–Penrose inverse of
the incidence matrix of a graph whose blocks are either cliques or cycles. Moreover we
obtain a description of minors of the Moore–Penrose inverse of the incidence matrix when
the rows are indexed by cut-edges. The results generalize corresponding results for trees
in the literature.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

For a graph Γ , we denote by V (Γ ), E(Γ ) the vertex set and the edge set of Γ respectively. Let Γ be a graph with
V (Γ ) = {1, 2, . . . , n}, E(Γ ) = {e1, e2, . . . , em} and suppose each edge of Γ is assigned an orientation. The vertex–edge
incidence matrix of Γ , denoted by Q (Γ ) (or simply by Q if there is no possibility of a confusion), is the n×mmatrix defined
as follows. The rows and the columns of Q are indexed by V (Γ ), E(Γ ) respectively. The (i, j)−entry of Q is 0 if vertex i and
edge ej are not incident and otherwise it is 1 or -1 according to as ej originates or terminates at i respectively.

If A is an n×mmatrix, then anm×nmatrix G is called a generalized inverse of A if AGA = A. The Moore–Penrose inverse
of A, denoted by A+, is an m × n matrix satisfying the equations AGA = A, GAG = G, (AG)′ = AG and (GA)′ = GA. It is
well-known that any complex matrix admits a unique Moore–Penrose inverse. We refer to [4,5] for basic properties of the
Moore–Penrose inverse.

The results of [1,3] motivated this work. Recall that a block of a graph Γ is a maximal connected subgraph of Γ that has
no cut-vertex [7]. The main purpose of this paper is to obtain a graph-theoretic description of the Moore–Penrose inverse
of the incidence matrix of a graph whose blocks are either cliques or cycles. We also obtain a description of minors of the
Moore–Penrose inverse in the special case when the rows of the minor are indexed by cut-edges. Since in a tree each block
is a complete graph (on 2 vertices) our results generalize the results for trees obtained in [1,3].

Obtaining a graph-theoretic or a combinatorial description of minors of matrices associated with a graph is a topic
well-studied in the literature. Indeed the classical matrix-tree theorem and a description of all minors of the Laplacian [6]
are examples of such results. Our work is also in a similar spirit.
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In Section2weprove somepreliminary results. In Section3weobtain a general result for the casewhenΓ has a cut-vertex
v. In this case, letΓ −v = Γ [V1]∪Γ [V2]. We provide a relation between theMoore–Penrose inverse of the incidencematrix
of Γ and the Moore–Penrose inverse of the incidence matrices of the subgraphs induced by Γ [V1 ∪ {v}] and Γ [V2 ∪ {v}].

Section 4 contains results providing description the Moore–Penrose inverse of the incidence matrix of a graph in which
each block is either a complete graph or a cycle. Finally in Section 5, the k × k-minors of the Moore–Penrose inverse of the
incidence matrix of an arbitrary graph Γ , whose rows are indexed by cut-edges are obtained.

2. Moore–Penrose inverse

Let V (Γ ) = V1 ⊔ V2 be a partition of V (Γ ) into non-empty disjoint subsets. If the setK of edges of Γ which have one end
in V1 and one end in V2 is non-empty, then we say that K is a edge-cut-set in Γ . We may choose one of the two possible
orientations forK, by specifying that one of V1, V2 contains the heads of all edges inK, while the other contains the tails. We
put TK and HK, the sets of vertices components of Γ \ K which contain the tail and head of K, respectively. Also, we put
tK = |TK| and hK = |HK|, where |.| denotes cardinality. The tail characteristic function of K is defined as

τK(v) =

{
1, v ∈ TK,

0, v ∈ HK.

If K = {e} is a singleton, then we may replace K by e in TK, HK, tK, hK, and τK. Also, the vertex incidence vector vK of K is
a vector indexed by V (Γ ) whose vth entry equals 1 if v ∈ TK, and it is −1 if v ∈ HK. The edge incidence vector eK of K is a
vector indexed by E(Γ ) whose eth entry (e ∈ K) equals 1 or −1 if its edge-cut-set orientation coincides or reverse with its
orientation in Γ , respectively and it is zero elsewhere. We set δK(e) to be the eth entry of eK.

Consider a cycle C in graph Γ and either clockwise or counterclockwise orientation for C. The edge incidence vector eC
of C is a vector indexed by E(Γ ) whose eth entry (e ∈ C) equals 1 or −1 if its cycle orientation coincides or reverse with its
orientation in Γ , respectively and it is zero elsewhere. We set δC(e) to be the eth entry of eC.

The column vector of all ones, of appropriate size, will be denoted by 1.

Lemma 2.1. Let K be a directed cut in a connected graph Γ and Q+(Γ ) = [q+
e,v]. Then∑

e∈K

δK(e)q+

e,v = τK(v) −
tK
n

.

for all v ∈ V (Γ ), where n = |V (Γ )|.

Proof. Let eK and vK be the edge and vertex incidence vectors of the cut K, respectively. Then note that e′
K =

1
2v

′
KQ . It is

well-known that QQ+ is the orthogonal projection on the column space of Q . For a connected graph, the column space of Q
equals 1⊥, and hence QQ+

= I −
1
n J, where J is the n × nmatrix of all ones, see [2] Lemma 2.15. We obtain

e′

KQ+
=

1
2
v′

K(I −
1
n
J) =

1
2
(v′

K −
1
n
(tK − hK)1′) =

1
2
(v′

K −
1
n
(2tK − n)1′),

from which the result follows. □

Since every edge defines an edge-cut-set in a tree, the following result follows immediately.

Corollary 2.2 ([1], Theorem 1). Let Γ be a tree. Then Q+
= [q+

e,v], where

q+

e,v = τe(v) −
te
n

,

for all edges e and vertices v, where n = |V (Γ )|.

3. Graphs with a cut vertex

Suppose that Γ is a connected graph with a cut-vertex v, and that Γ − v = Γ [V1] ∪ Γ [V2] be the disjoint union of two
subgraphs Γ [V1] and Γ [V2]. Let Γ1 = Γ [V1 ∪ {v}] and Γ2 = Γ [V2 ∪ {v}], and let Q1 and Q2 be the incidence matrices of Γ1
and Γ2, respectively. Also, let Q1v (respectively, Q2v) be the reduced incidence matrix obtained by deleting the vth row of Q1
(respectively, Q2). Utilizing these notations, the incidence matrix Q of Γ has a block structure as

Q =

⎡⎢⎢⎢⎣
Q1v 0

0 Q2v

−1′Q1v −1′Q2v

⎤⎥⎥⎥⎦ .
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