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a  b  s  t  r  a  c  t

For  energy  saving,  elastic  clusters  are  introduced  to cut back  the energy  wasted  on powering  unused
servers.  In an  elastic  cluster,  the  number  of  working  servers,  or called  resources,  is  dynamically  scaled
based  on  resource  demand  of workload.  However,  many  traditional  scaling  methods  are  unaware  of  an
exact  resource  demand  of workload.  They  gradually  scale  resources  according  to current  service  level  with
loose  demand  estimations  or even  with  no  estimation.  Additionally,  to  provide  the  ability  to  make  precise
demand  estimations,  some  other  methods  are  proposed.  They  artificially  represent  system  situation  with
a general  model,  but  the  model  may  not well  reflect  the  reality  because  it is  often  difficult  to  describe
the  real  situation  of  a system.  For  both  of  these  methods,  resources  cannot  be  exactly  scaled  to the
demand  when  demand  changes,  and  there  is  a  time  delay  before  resources  are  scaled  to the demand.  This
scaling  delay  will  incur  a performance  degradation  when  workload  increase,  and  will cause  an  energy
waste  when  workload  decrease.  In this  paper,  we  strive to efficiently  estimate  the  actual  demand  of
workload  and  achieve  fast resource  scaling  in  elastic  clusters.  Unlike  traditional  methods  which  make
great efforts  to understand  the  complex  system  situation,  we  only  concentrate  on  the  information  of  past
actual  resource  demands.  This  information  is actually  the  most  straightforward  and  valid  reflection  to  the
real  situation  of  a specific  system,  so  it contains  valuable  knowledge  for  estimating  the  actual  resource
demand  of  new  incoming  workload.  Therefore,  we  propose  an  agile  method  to  directly  estimate  resource
demand  based  on  that knowledge,  thus  achieving  a high  accuracy.  Specifically,  our  method  directly  learns
that knowledge  through  a learning  method—random  forests,  so  it  does  not  need  artificial  system  analyses
which  are  both  complex  and  time-consuming.  In addition,  it  is efficient  to build  random  forests  and  make
resource  estimations  in  our method.  Thus,  our  method  can  be efficiently  and  agilely  performed  in  elastic
clusters  to  reduce  the  scaling  delay  and  achieve  fast  resource  scaling.

© 2018 Elsevier  Inc.  All  rights  reserved.

1. Introduction

With the rapid advances in information and communication
technology (ICT) such as global interconnection of heterogeneous
information systems, tremendous structured and unstructured
data are generated from a wide range and multiple data sources
[1,2]; for instance, numerous data of video and pictures can be pro-
duced by large-scale video surveillance systems [3]. As a result, to
maintain these tremendous data and provide corresponding ser-
vices, a large requirement on both capacity and scale is presented
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to data centers (DCs). For example, mobile cloud computing is an
application of DCs to maintain and process a big volume of data
[4]. The overhead for a DC powering all its servers is huge, how-
ever, a small part of servers can most of the time fulfil the demand
of workload. The reasons are that DCs are designed to be capable
of handling peak workload, but workload is usually at a low level.
In most DCs, average server utilization can be as low as 20%, and
powering idle servers consumes as much as 60% the overall power
[5].

Elastic clusters are introduced to DCs, in order to cut back the
energy wasted on powering idle servers. In such clusters, the num-
ber of working servers, or called resources, are scaled on demand.
Besides, the other unused servers are turned off or switched into
a low power state, for energy saving. Generally, system perfor-
mance can be evaluated by the average scheduling delay of user
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requests, and service-level agreement (SLA) is negotiated so as to fix
the maximum average scheduling delay. To meet the performance
objective in terms of task (request) scheduling delay, two  ways
are widely used to scale the resources and match demands. One
way is to directly observe current service level, and scale resources
if needed [6–8]. The other way is to estimate the actual demand
based on some workload features (service rate in general [9]), and
then scale resources based on the actual conditions of workload
[10–12,9]. For the first way, the actual amount of resources which
can fulfil current workload is unknown. To achieve on-demand pro-
vision, it has to gradually scale until meet the SLA. In addition,
if demand changes, the change cannot be detected immediately,
because the service level will stay at the previous level for a while.
Therefore, there is a time delay before resources are scaled to the
actual demand. For the second way, some time is taken to evalu-
ate workload features (conditions) and estimate the actual resource
demand. So, when resource demand changes, a time delay is needed
to detect it. Besides, the resource demand of workload is always
hard to estimate, and is affected by many factors. Even the arrival
rata of requests is the same, due to different service time, skew
inter-arrival time and some other factors, the service rate of a server
varies. As a result, different number of working service are required
to maintain a same service level. Hence, resources cannot be accu-
rately scale to the actual demand, a follow-up adjustment is needed.
Therefore, not only in the first way, the second way  also brings
a delay before resources are scaled to the actual demand. A SLA
violation can bring great harm to service providers [13]. For exam-
ple, an extra latency of 500 ms  on search page display can cut back
revenues of Google by 20%.

When workload increase and more servers are required, the
time delay (or called scaling delay) mentioned above will incur
a performance degradation. On the contrary, when workload
decrease and less servers are enough, the scaling delay will lead to
an energy waste. Therefore, reducing the scaling delay and achiev-
ing fast resource scaling can further promote system performance
and cut back energy consumption. According to the above para-
graph, to reduce the scale delay: first, the actual demand should
be estimated as accurately as possible; second, demand changes
should be detected as soon as possible. To make an accurate estima-
tion on actual resource demand of workload, many mathematical
approaches are proposed by artificially analyzing and modeling the
relations between actual resource demand and some workload fea-
tures (e.g., request arrival rate, and service time [14]) and then make
estimation based on actual workload features. But the relations are
obscure and hard to analyze. For example, considering a cluster as
a queueing service system, queueing theory [15] reveals that the
relations vary a lot due to various queueing models. Therefore, cre-
ating model instances for a given system can be a complex and
time-consuming task [14]. Besides, most analyses contain some
constraints in order to obtain coherent conclusions. However, due
to many unpredictable conditions in real systems, the real situa-
tion is intangible and probably out of analyzers’ settings. Artificial
analyses can hardly describe the real situation of a system. What is
more, even these mathematical approaches can make an accurate
estimation, they are complex and time-consuming processes, and
cannot detect demand changes in time.

In this paper, we present an agile method to estimate the actual
resource demand of workload in an elastic cluster whose SLA is
about average request scheduling delay. This method leveraging
a learning algorithm—random forests to directly make an accurate
estimation based on observed workload features. Unlike traditional
methods which make great efforts to understand the complex sys-
tem situation, our method only concentrate on the information
of past actual resource demands. This information is actually the
most straightforward and valid reflection to the real situation of
a specific system. With the help of random forests, the knowl-

edge of resource demands under diverse workload features can
be efficiently extracted from these information, and no artificial
analysis on relationships between workload and demand is needed.
According to that knowledge, our method truly makes an accurate
estimation which is fit to the real situation, and eliminates the risk
of deviating from reality. As a result, our method can effectively
reduce the scaling delay and achieve fast resource scaling. The main
contributions of this paper are as follows:

1. With the aid of queueing theory, we use a general system model
to represent an elastic cluster. According to the system model, we
show the fundamental reason for researches making theoretical
analyses to understand system situations is that they consider
the serving process of a cluster to be orderly. However, we  reveal
that the reality is something beyond researches’ settings, and it
is a big challenge to achieve a good performance on resource
estimation.

2. We  propose a resource demand estimating method, which can
directly make an accurate estimation based on workload fea-
tures, to achieve fast resource scaling. Different from some
other methods, our method concentrates on the information
of past actual resource demands, and avoid the difficulties for
understanding the complex situations of clusters. Moreover, by
leveraging random forests, our method can efficiently extract
the knowledge of resource demands according to past demand
information.

3. We  perform extensive experiments with real workload traces to
evaluate our method along with other three representative ones.
We  evaluate the effectiveness of our method from two  aspects
that are estimation accuracy and agility for resource scaling.
Besides, we  discuss the time overhead for our method to perform
resource scaling in elastic clusters, and validate the effectiveness
of our method.

The rest of this paper is structured as follows. Section 2 discusses
the related work. Section 3 introduces a general system architec-
ture for modern elastic clusters. Section 4 analyses the resource
demands of workload in elastic clusters and presents our resource
demand estimating method. Section 5 performs comprehensive
experiments to evaluate our method along with other three rep-
resentative ones. A discussion of the work is given in Section 6.
Section 7 concludes the paper.

2. Related work

The existing researches on constructing elastic clusters for
energy saving can be mainly classified into two categories, accord-
ing to the methods they are used for scaling resources.

In the first category, resource scaling is made by a reactive way.
The reactive way here means, when a mismatch between resources
and workload is detected, resource scaling is made as a reaction.
Meisner et al. [6] build an elastic multi-service system, in which
an energy-conservation approach—PowerNap is used to realize
resource scaling. Dynamic voltage and frequency scaling (DVFS)
is adopted in the system, in order to realize rapidly transition the
state of a server between an active state (high-performance) and a
nap state (minimal-power). In the system, idle servers are transi-
tioned to the nap state for energy saving. When request arrivals are
detected by the network interface card (NIC) of a nap server, the
server is woken up for service. After all requests are finished, the
server are transitioned to the nap state again. Although DVFS can
achieve fast state transitions, it only applicable to a few components
of a server (such as CPU). Thus, for outstanding efficiency of energy
saving, state transition of a whole server is more widespread. Entri-
algo et al. [7] propose a power management technique to realize
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