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Abstract

Randomization based methods for training neural networks have gained increasing atten-
tion in recent years and achieved remarkable performances on a wide variety of tasks. The
interest in such methods relies on the fact that standard gradient based learning algorithms
may often converge to local minima and are usually time consuming. Despite the good per-
formance achieved by Randomization based Neural Networks (RNN), the random feature
mapping procedure may generate redundant information, leading to suboptimal solutions.
To overcome this problem, some strategies have been used such as feature selection, hidden
neuron pruning and ensemble methods. Feature selection methods discard redundant infor-
mation from the original dataset. Pruning methods eliminate hidden nodes with redundant
information. Ensemble methods combine multiple models to generate a single one. Selective
ensemble methods select a subset of all available models to generate the final model. In this
paper, we propose a selective ensemble of RNNs based on the Successive Projections Algo-
rithm (SPA), for regression problems. The proposed method, named Selective Ensemble of
RNNs using the Successive projections algorithm (SERS), employs the SPA for three dis-
tinct tasks: feature selection, pruning and ensemble selection. SPA was originally developed
as a feature selection technique and has been recently employed for RNN pruning. Herein,
we show that it can also be employed for ensemble selection. The proposed framework was
used to develop three selective ensemble models based on the three RNNs: Extreme Learn-
ing Machines (ELM), Feedforward Neural Network with Random Weights (FNNRW) and
Random Vector Functional Link (RVFL). The performances of SERS-ELM, SERS-FNNRW
and SERS-RVFL were assessed in terms of model accuracy and model complexity in several
real world benchmark problems. Comparisons to related methods showed that SERS vari-
ants achieved similar accuracies with significant model complexity reduction. Among the
proposed models, SERS-RVFL had the best accuracies and all variants had similar model
complexities.
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