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Abstract

As machine learning applications embrace larger data size and model com-

plexity, practitioners turn to distributed clusters to satisfy the increased

computational and memory demands. Recently, several parallel variants of

extreme learning machine (ELM) have been proposed, some of which are

based on clusters. However, the limitation of computation and memory in

these variants is still not well addressed when both the data and model

are very large. Our goal is to build scalable ELMs with a large number

of samples and hidden neurons, parallel running on clusters without com-

putational and memory bottlenecks while having the same output results

with the sequential ELM. In this paper, we propose two parallel variants of

ELM, referred to as local data and model parallel ELM (LDMP-ELM) and

global data and model parallel ELM (GDMP-ELM). Both variants are im-

plemented on clusters with Message Passing Interface (MPI) environment.

They both make a tradeoff between efficiency and scalability and have com-

plementary advantages. Collectively, these two variants are called as data

and model parallel ELMs (DMP-ELMs). The advantages of DMP-ELMs

over existing variants are highlighted as follows: (1) They simultaneously

utilize data and model parallel techniques to improve the parallelism of
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