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Abstract

Machine learning tasks for edges and nodes in networks heavily rely on feature
engineering which requires expert knowledge and careful effort. Recent years,
people become interested in the low dimensional vector representation of
nodes and edges. However, existing methods on signed networks only aim to
learn the node vectors, resulting in omitting edge information and extra effort
to design edge vectors. In this work, we develop a framework for learning
both nodes and edge vectors for signed networks. Thus, we can directly use
edge vectors to represent the properties of the edges, and thereby improving
the performance of link-oriented tasks. Our framework for learning network
features is as below. We assume that there is a global mapping between
the node and edge vector spaces. This assumption allows us to transform
the problem into learning the mapping function and the node vectors. We
propose node proximity for signed networks, a definition that is generalized
from the second-order node proximity for unsigned networks. It provides a
unified objective function that can preserve both the node and edge pattern
of the network. Based on this definition, we propose two signed network
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