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a b s t r a c t

Recent developments in machine learning have expanded data-driven modelling (DDM) capabilities,
allowing artificial intelligence to infer the behaviour of a system by computing and exploiting correla-
tions between observed variables within it. Machine learning algorithms may enable the use of increas-
ingly available ‘big data’ and assist applying ecosystem service models across scales, analysing and
predicting the flows of these services to disaggregated beneficiaries. We use the Weka and ARIES soft-
ware to produce two examples of DDM: firewood use in South Africa and biodiversity value in Sicily,
respectively. Our South African example demonstrates that DDM (64–91% accuracy) can identify the
areas where firewood use is within the top quartile with comparable accuracy as conventional modelling
techniques (54–77% accuracy). The Sicilian example highlights how DDM can be made more accessible to
decision makers, who show both capacity and willingness to engage with uncertainty information.
Uncertainty estimates, produced as part of the DDM process, allow decision makers to determine what
level of uncertainty is acceptable to them and to use their own expertise for potentially contentious deci-
sions. We conclude that DDM has a clear role to play when modelling ecosystem services, helping pro-
duce interdisciplinary models and holistic solutions to complex socio-ecological issues.
� 2018 The Authors. Published by Elsevier B.V. This is an open access articleunder the CCBY license (http://

creativecommons.org/licenses/by/4.0/).

1. Introduction

Many scientific disciplines are taking an increasingly integrative
approach to planetary problems such as global climate change,
food security and human migration (Baziliana et al., 2011;
Bullock et al., 2017). To address such challenges, methods and
practices are becoming more reliant on large, interdisciplinary data

repositories often collected in cutting-edge ways, for example via
citizen scientists or automated data collection (Isaac et al., 2014).
Recent developments in information technology have expanded
modelling capabilities, allowing researchers to maximise the util-
ity of such ‘big data’ (Lokers et al., 2016). Here, we focus on one
of these developments: data-driven modelling (DDM). DDM is a
type of empirical modelling by which the data about a system
are used to create models, which use observed systems’ states as
inputs for estimating some other system state(s), i.e., outputs
(Jordan and Mitchell, 2015; Witten et al., 2016). Thus, DDM is
the process of identifying useful patterns in data, a process some-
times previously referred to as knowledge discovery in databases
(Fayyad et al., 1996). This process consists of five key steps: 1)
understanding the research goal, 2) selecting appropriate data, 3)
data cleaning, pre-processing and transformation, 4) data mining
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(creating a data driven model), and 5) interpretation/evaluation
(Fayyad et al., 1996) (Fig. 1). A variety of methods for data mining
and analysis are available, some of which utilise machine learning
algorithms (Witten et al., 2016; Wu et al., 2014) (Fig. 1). A machine
learning algorithm is a process that is used to fit a model to a data-
set, through training or learning. The learned model is subse-
quently used against an independent dataset, in order to
determine how well the learned model can generalise against the
unseen data, a process called testing (Ghahramani, 2015; Witten
et al., 2016). This training–testing process is analogous to the cal-
ibration–validation process associated with many process-based
models.

In general, machine learning algorithms can be divided into two
main groups (supervised- and unsupervised-learning; Fig. 1), sep-
arated by the use of explicit feedback in the learning process (Blum
and Langley, 1997; Russell and Norvig, 2003; Tarca et al., 2007).
Supervised-learning algorithms use predefined input-output pairs
and learn how to derive outputs from inputs. The user specifies
which variables (i.e., outputs) are considered dependent on others
(i.e., inputs), which sometimes indicates causality (Hastie et al.,
2009). The machine learning toolbox includes several linear and
non-linear supervised learners, predicting either numeric outputs
(regressors) or nominal outputs (classifiers) (Table 1). An example
of supervised machine learning that is familiar to many ecosystem
service (ES) scientists is using a general linear model, whereby the
user provides a selection of input variables hypothesised to predict
values of an output variable and the general linear model learns to
reproduce this relationship. The learning process needs to be fine-
tuned through a process, as for example in the case of stepwise
selection where an algorithm selects the most parsimonious
best-fit model (Yamashita et al., 2007). However, note that

stepwise functions may also be used in unsupervised learning pro-
cesses when combined with other methods. Within unsupervised-
learning processes, there is no specific feedback supplied for input
data and the machine learning algorithm learns to detect patterns
from the inputs. In this respect, there are no predefined outputs,
only inputs for which the machine learning algorithm determines
relationships between them (Mjolsness and DeCoste, 2001). An
example unsupervised-learning algorithm, cluster analysis, groups
variables based on their closeness to one another, defining the
number and composition of groups within the dataset (Mouchet
et al., 2014). Within the supervised- and unsupervised-learning
categories, there are several different varieties of machine learning
algorithms, including: neural networks, decision trees, decision
rules and Bayesian networks. Others have described the varieties
of machine learning algorithms (Blum and Langley, 1997;
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Fig. 1. A schematic outlining howmachine learning algorithms (yellow) can contribute to the data-driven modelling process (blue) (Fayyad et al., 1996). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1
A simplified summary of machine learning algorithms (categorised as supervised and
unsupervised).

Category Task Common algorithms

Unsupervised learning
(learning without
feedback from a trainer)

Clustering k-means
Associations Apriori
Dimensionality
reduction

PCA

Supervised learning
(learning past actions/
decisions with trainer)

Classification
(learning a
categorical
variable)

Bayesian Networks,
Decision Trees, Neural
Networks

Regression
(learning a
continuous
variable)

Linear Regression,
Perceptron
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