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Abstract

We consider products of ergodic Markov chains and discuss their cutoffs in total variation. Our
framework is general in that rates to pick up coordinates are not necessary equal, and different coordinates
may correspond to distinct chains. We give necessary and sufficient conditions for cutoffs of product chains
in terms of those of coordinate chains under certain conditions. A comparison of mixing times between the
product chain and its coordinate chains is made in detail as well. Examples are given to show that neither
cutoffs for product chains nor for coordinate chains imply others in general.
c⃝ 2018 Elsevier B.V. All rights reserved.
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1. Introduction

Let X be a countable set, K be an irreducible stochastic matrix indexed by X and π be a
probability on X . We write the triple (X , K , π) for a discrete time Markov chain on X with
transition matrix K and stationary distribution π . It is well-known that if K is aperiodic, then
K m(x, y) converges to π (y) as m tends to infinity for all x, y ∈ X . To quantify the convergence of
K m to π , we consider the (maximum) total variation and Hellinger distances, which are defined
by

dTV(m) := sup
x∈X ,A⊂X

{K m(x, A) − π (A)}, (1.1)
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and

dH (m) := sup
x∈X

⎛⎝1
2

∑
y∈X

(√
K m(x, y) −

√
π (y)

)2

⎞⎠1/2

. (1.2)

As the above distances are non-increasing in m, it is natural to consider the mixing times of dTV

and dH , which are respectively defined by

TTV(ϵ) := inf{m ≥ 0|dTV(m) ≤ ϵ}, TH (ϵ) := inf{m ≥ 0|dH (m) ≤ ϵ}.

For weak convergence of distributions, the total variation distance arose naturally from the
view point of probability, while the importance of the Hellinger distance is exemplified from the
proof of Kakutani’s dichotomy theorem in [11] for the study of infinite product measures. The
following inequalities provide a comparison of the total variation and Hellinger distances, which
are corollaries in [16] (see (25) on p. 365 for the details) and say

1 −

√
1 − d2

TV(m) ≤ d2
H (m) ≤ dTV(m). (1.3)

As a consequence, one obtains from (1.3) the following comparison of mixing times,

TTV(ϵ
√

2 − ϵ2) ≤ TH (ϵ) ≤ TTV(ϵ2), ∀ϵ ∈ (0, 1). (1.4)

We can further compare the cutoffs, introduced below, in total variation and Hellinger distance.
Such a comparison will play a key role through this article.

In this article, we focus on the study of product chains and their cutoffs. To see a definition of
product chains, let (Xi , Ki , πi )n

i=1 be irreducible Markov chains and set

X = X1 × · · · × Xn, π = π1 × · · · × πn, (1.5)

and

K =

n∑
i=1

pi I1 ⊗ · · · ⊗ Ii−1 ⊗ Ki ⊗ Ii+1 ⊗ · · · ⊗ In, (1.6)

where I j is the identity matrix indexed by X j , A⊗ B denotes the tensor product of matrices A, B
and p1, . . . , pn are positive reals satisfying p1 +· · ·+ pn = 1. It is obvious that K is a transition
matrix on X with stationary distribution π . Thereafter, we call (X , K , π) the product chain of
(Xi , Ki , πi )n

i=1 according to the probability vector (p1, . . . , pn).
Note that p1 = · · · = pn is one natural setting. In this case, Levin, Peres and Wilmer provide

in [13, Theorem 20.7] tight bounds on the mixing time using spectral gaps of Markov chains
in each coordinate. This leads to a sufficient condition on the cutoff of product chains. We are
interested in obtaining necessary and sufficient conditions under a wider weighted product chain.
While our motivation is purely mathematical, we note that it is a natural extension from the point
of view of random media, in that the probability vector (pi )n

i=1 is considered as a random weight
that gives preference to choose each coordinate. It is also natural from the perspective of Markov
chain Monte Carlo (MCMC, for short) method, in that one cannot expect all the time that the
MCMC algorithm is correctly implemented due to the restriction of the binary machinery. For
instance, when n = 7, one has pi = 1/7 but 1/7 cannot be precisely stored with finitely many
digits. Hence, an approximation to 1/7 is made and this could result in various perturbations
on transition matrices. In addition to the fluctuation from the noise or error within machines,
it is natural to consider more generally that (pi )n

i=1 is any probability vector. By these reasons,
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