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a b s t r a c t

We provide a general and rigorous proof for the strong consistency of maximum likelihood
estimators of the cumulative distribution function of themixing distribution and structural
parameter under finitemixtures of location-scale distributionswith a structural parameter.
The consistency results do not require the parameter space of location and scale to be
compact. We illustrate the results by applying them to finite mixtures of location-scale
distributionswith the component density function being one of the commonly useddensity
functions: normal, logistic, extreme-value, or t . An extension of the strong consistency
results to finite mixtures of multivariate elliptical distributions is also discussed.
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1. Introduction

Suppose we have an independent and identically distributed (i.i.d.) sample X1, . . . , Xn from the following finite mixture
model:

g(x; Ψ , σ ) =

m∑
j=1

αjf (x; µj, σ ) =

∫
R
f (x; µ, σ )dΨ (µ). (1)

Here f (x; µ, σ ), the component density function, is assumed to come from a location-scale distribution family, namely,
f (x; µ, σ ) = σ−1f ((x − µ)/σ ; 0, 1) with µ ∈ R and σ ∈ R+ being the location and scale parameters, respectively. The
positive integer m is called the order of the mixture model, (α1, . . . , αm) with αj ≥ 0 and

∑m
j=1αj = 1 are called the mixing

proportions, and Ψ (µ) =
∑m

j=1αjI(µj ≤ µ) is called the cumulative distribution function of the mixing distribution. The
parameter σ , appearing in allm component density functions, is called a structural parameter, andModel (1) is called a finite
mixture of location-scale distributions with a structural parameter. Note that Ψ (·) includes unknown µj and αj parameters.
Hence, (Ψ , σ ) covers all the unknown parameters in (1). In this paper, we investigate the strong consistency of themaximum
likelihood estimator (MLE) of (Ψ , σ ) under Model (1).

Finite mixtures of location-scale distributions with a structural parameter have many applications. They play an
important role in medical studies and genetics. For example, Roeder (1994) applied the finite normal mixture model with
a structural parameter to analyze sodium–lithium countertransport activity in red blood cells. Finite mixtures of logistic
distributions and of extreme value distributions with a structural parameter are widely used to analyze failure-time data.
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For instance, a finite mixture of logistic distributions with a structural parameter was used by Naya et al. (2006) to study
the thermogravimetric analysis trace. A finite mixture of extreme value distributions with a structural parameter was found
to provide an adequate fit to the logarithm of the number of cycles to failure for a group of 60 electrical appliances (Lawless,
2003; Example 4.4.2). More applications can be found in McLachlan and Peel (2000) and (Lawless, 2003).

The maximum likelihood method has been widely used to estimate the unknown parameters in finite mixture models
(McLachlan and Peel, 2000; Chen, 2017). The consistency of theMLE under finitemixturemodels has been studied by Kiefer
andWolfowitz (1956), Redner (1981), and Chen (2017). As pointed out by Chen (2017), the results in Kiefer andWolfowitz
(1956) require that g(x; Ψ , σ ) can be continuously extended to a compact space of (Ψ , σ ). This turns out to be impossible
because f (x; µ, σ ) is not well defined at σ = 0. Tomake the results in Kiefer andWolfowitz (1956) applicable to our current
setup, wemust constrain the parameter σ to be in a compact subset ofR+. The consistency results in Redner (1981) require
even more restrictive conditions: the parameter space for (µ, σ ) must be a compact subset of R × R+; see Chen (2017) for
more discussion. It is worth mentioning that Bryant (1991) established the strong consistency of the estimators obtained
by the linear-optimization-based method. His result can be viewed as a generalization of the classical consistency result for
MLE. However, it requires that the parameter space be closed and thatm be equal to the true order of the mixture model. By
utilizing the properties of the normal distribution, Chen (2017) proved the strong consistency of theMLE under finite normal
mixture models with a structural parameter without imposing the compactness assumption on the parameter space. To the
best of our knowledge, general consistency results for the MLE of (Ψ , σ ) under Model (1) are not available in the literature
except for the normal mixture model.

Because of the importance of finite mixtures of location-scale distributions with a structural parameter, it is necessary to
study the consistency of theMLE of the underlying parameters, (Ψ , σ ), underModel (1). The goal of this paper is to provide a
general and rigorous proof of this consistency. In Section 2, we present the main consistency results. We emphasize that we
do not require the parameter space of (µ, σ ) to be compact. The detailed proofs are given in Section 3. Section 4 illustrates
the consistency results by applying them to Model (1) with f (x; µ, σ ) being one of the commonly used component density
functions: normal, logistic, extreme-value, or t . An extension of the consistency results to finite mixtures of multivariate
elliptical distributions is discussed in Section 5.

2. Main results

With the i.i.d. sample X1, . . . , Xn from (1), the log-likelihood function of (Ψ , σ ) is given by

ℓn(Ψ , σ ) =

n∑
i=1

log{g(Xi; Ψ , σ )}.

The MLE of (Ψ , σ ) is defined as

(Ψ̂ , σ̂ ) = arg max
Ψ ∈Ψm, σ>0

ℓn(Ψ , σ ),

where

Ψm =

⎧⎨⎩
m∑
j=1

αjI(µj ≤ µ) : αj ≥ 0,
m∑
j=1

αj = 1, µj ∈ R

⎫⎬⎭ .

In this section, we establish the consistency property of (Ψ̂ , σ̂ ) without imposing compactness on the parameter space
of (µ, σ ). To discuss the consistency of Ψ̂ , we define

D (Ψ1, Ψ2) =

∫
R
|Ψ1(µ) − Ψ2(µ)| exp(−|µ|)dµ. (2)

We show that D (Ψ1, Ψ2) is a distance onΨm in the Appendix. SupposeΨ0 ∈ Ψm is the true cumulative distribution function
of the mixing distribution. We say that Ψ̂ is strongly consistent if D(Ψ̂ , Ψ0) → 0 almost surely as n → ∞.

The strong consistency of (Ψ̂ , σ̂ ) depends on the following regularity conditions.

C1. The finite mixture model in (1) is identifiable. That is, if (Ψ1, σ1) and (Ψ2, σ2) with Ψ1 ∈ Ψm, Ψ2 ∈ Ψm, σ1 > 0, and
σ2 > 0 satisfy∫

R
f (x; µ, σ1)dΨ1(µ) =

∫
R
f (x; µ, σ2)dΨ2(µ)

for all x, then Ψ1 = Ψ2 and σ1 = σ2.
C2.

∫
R|log{g(x; Ψ0, σ0)}| g(x; Ψ0, σ0)dx < ∞, where (Ψ0, σ0) is the true value of (Ψ , σ ).

C3. There exist positive constants v0, v1, and β with β > 1 such that for all x

f (x; 0, 1) ≤ min
{
v0, v1|x|−β

}
.

C4. The function f (x; 0, 1) is continuous with respect to x.
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