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a b s t r a c t

We study the asymptotic behavior of Bayes-type estimators and give sufficient conditions
to obtain the asymptotic limit distribution of the estimation error. We assume so called
polynomial-type large deviation inequalities and prove the asymptotic equivalence of
the estimation errors of Bayes-type and M-estimators by virtue of Ibragimov–Has’minskiı̆
theory. The results can be applied to several cases such as diffusion processes and jump
diffusion processes. In this paper, we focus on the application to ergodic diffusion processes
and ergodic jump diffusion processes, demonstrating asymptotic normality and conver-
gence of moments for Bayes-type estimators with general loss functions.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

The theory of random fields of likelihood ratios is a powerful tool to investigate the asymptotic behavior of
Bayes-type estimators. This theory was initiated by Ibragimov and Has’minskiı̆ (1972, 1973, 1981), who applied it to
statistical models of regular independent and identically distributed (i.i.d.) observations and Gaussian white-noise models.
After that, Kutoyants applied Ibragimov–Has’minskiı̆ theory to other statistical models, including diffusion-type and point
processes. See Kutoyants (1984, 1994) for the details. Yoshida (2006, 2011) introduced polynomial-type large deviation in-
equalities and gave a scheme to obtain asymptotic properties of theM-estimator and the Bayes-type estimator under certain
moment conditions for the contrast function and its derivatives. This scheme can be applied to many classes of statistical
model and gives the consistency, asymptotic (mixed) normality and convergence ofmoments for quasi-maximum likelihood
estimators and Bayes-type estimators. See Yoshida (2006, 2011) for an application to ergodic diffusion processes, Ogihara
and Yoshida (2011) for ergodic jump diffusion processes, Masuda (2010) for Ornstein–Uhlenbeck processes driven by
heavy-tailed symmetric Lévy processes, Uchida and Yoshida (2013) for diffusion processes observed in a fixed interval,
Ogihara and Yoshida (2014) for diffusion processes with nonsynchronous observations.

One of themost importantmotivations for the study of quasi-maximum likelihood estimators and Bayes-type estimators
is that these estimators are asymptotically efficient in several models. For statistical models of regular i.i.d. observations,
we can obtain minimax theorems for estimation errors, and hence can define the concept of asymptotic efficiency of
estimators. Since the maximum likelihood estimator and the Bayes estimator attain minimax bounds, these estimators are
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asymptotically efficient. See Ibragimov and Has’minskiı̆ (1981) for details. We also have the asymptotic efficiency of quasi-
maximum likelihood estimators and Bayes-type estimators for some statistical models of diffusion processes with discrete
observations. Jeganathan (1983) extended theminimax theorems to statisticalmodels that satisfy the local asymptoticmixed
normality (LAMN) property. Moreover, Gobet (2001) proved the LAMN property for models of diffusion processes observed
in a fixed interval and the estimators proposed in Genon-Catalot and Jacod (1994) have asymptotic minimal variance. Gobet
(2002) proved local asymptotic normality for statistical models of ergodic diffusion processes, and Ogihara (2015) gives
the LAMN property and asymptotic efficiency of the quasi-maximum likelihood estimator and the Bayes-type estimator
proposed in Ogihara and Yoshida (2014) for diffusion processes with nonsynchronous observations in a fixed interval.

Convergence of moments is another important asymptotic property used in the study of asymptotic expansions of
estimators and information criteria. Yoshida (2006, 2011) applied polynomial-type large deviation inequalities to the
Bayes-type estimatorwith a quadratic loss function. This estimator can be obtained as a ratio of certain integralswith respect
to the parameter if the loss function is quadratic, and hence its asymptotic behavior can be specified by using polynomial-
type large deviation inequalities. Along another line, Ibragimov and Has’minskiı̆ (1981) considered the asymptotic behavior
of Bayes-type estimators with a wider class of loss functions. Though their results apply mainly to models of i.i.d.
observations, we can apply their ideas to models satisfying polynomial-type large deviation inequalities. This allows us to
derive asymptotic properties of Bayes-type estimators with a wider class of loss functions, which is the subject of this paper.

In this paper, we extend the results of asymptotic normality and convergence of moments of a Bayes-type estimator
with a quadratic loss function given in Yoshida (2011) to a Bayes-type estimator with a general loss function. By changing
the loss function, we can set a large penalty when the estimator is far from the true parameter value. Then, the Bayes-type
estimator becomes sensitive to tail risk. Conversely, by reducing penalty for large errors, we obtain an estimator which is
tolerant of such risk compared to the case of the quadratic loss function. If the loss function is quadratic, the Bayes-type
estimator can be written as a ratio of some integrals with respect to parameters, as seen at the beginning of Section 5. In
this case, the integrals can be estimated by dividing the domains of integration into ring domains and using tail probability
estimates, such as [A1-k, p] below. However, we cannot use this approach to obtain asymptotic results for a Bayes-type
estimator with a general loss function because we do not have an expression with integrals ratio. Here, we apply the idea
used for the derivation of Theorem 8.2 in Ibragimov and Has’minskiı̆ (1981) and prove the asymptotic equivalence of the
estimation error of the Bayes-type andM-estimators. By doing this, we obtain the asymptotic distribution of the estimation
error of the Bayes-type estimator if we have the asymptotic distribution of the M-estimator. In particular, we see that the
asymptotic distribution for the Bayes-type estimator does not depend on the loss function. These results can be applied to
ergodic diffusion processes, diffusion processes observed in a fixed interval, ergodic jump diffusion processes and diffusion
processes with nonsynchronous observation; andwe obtain asymptotic (mixed) normality and convergence of moments for
Bayes-type estimators with general loss functions. We focus on the application to ergodic diffusion processes and ergodic
jump diffusion processes in this paper.

This paper is organized as follows. In Section 2,wepresent the theory of random fields of likelihood ratios andpolynomial-
type large deviation inequalities, and we state our main results. Section 3 is devoted to the application of the main results
to ergodic diffusion processes. The application to ergodic jump diffusion processes is studied in Section 4. The proofs are
collected in Section 5.

2. Main results

We first introduce the Ibragimov–Has’minskiı̆ theory of random fields of likelihood ratios. In several statistical models,
the optimal convergence rates of parameters depend on the specific parameter. For example, in ergodic diffusion processes,
the convergence rate of a quasi-maximum likelihood estimator for parameters used in diffusion coefficients is different from
that for parameters used in drift coefficients, as will be shown in Section 3. Therefore, it is useful to consider a parameter
space as a product space of individual parameter spaces and estimate these parameter spaces separately.

For K ∈ N, let the parameter spaceΘk ⊂ Rdk be a bounded open set (1 ≤ k ≤ K ), and letΘ = Θ1 ×Θ2 ×· · ·×ΘK ⊂ Rd,
where d =

∑K
k=1dk. If K ≥ 2, we assume Θk is a convex set for 1 ≤ k ≤ K . Let (X ,A, {Pθ }θ ) be a statistical experiment.

Observed data is an element of X . For example, we set X = Rm with some m ∈ N for discrete observations of diffusion
processes, or X = C([0,∞)) for continuous observations. If a sequence (Xn,An, {Pθ,n}θ )n∈N of experiments are given, we
regard it as one experiment (X ,A, {Pθ }θ ) by considering the product space: X =

∏
n∈NXn,A =

∏
n∈NAn, Pθ =

∏
n∈NPn,θ .

Thus, we can deal with the sequence of observations. Let a contrast function HT : Θ ×X → R be a C3 function with respect
to θ ∈ Θ and extended as a function on clos(Θ)×X that is continuouswith respect to θ ∈ clos(Θ) for a positive real number
T , where clos(Θ) represents the closure of Θ . By considering continuous index T , we can deal with a statistical model for
continuous observations of diffusion process Xt on [0, T ] and its limit that T → ∞. If contrast functions {Hn}n∈N for discrete
observations are given, we identify it with {HT }T>0 by HT = H[T ]+1 for T > 0, where [x] is the truncation of a real number x.
We apply the same argument for Zk

T , b
k
T and akT below. We often omit the dependence of data for HT (θ, x) and denote it by

HT (θ ).
Let Θk = Θk × Θk+1 × · · · × ΘK , θ k = (θk, θk+1, . . . , θK ) and θ k = (θ1, . . . , θk) for any value θ = (θ1, . . . , θK ) ∈ Θ .

Let akT be an invertible matrix of size dk, bkT = (λmin((akT )
⊤akT ))

−1
→ ∞ as T → ∞ and λmax((akT )

⊤akT ) ≤ C1(bkT )
−1 for some

C1 > 0,where⊤ indicatesmatrix transposition andλmax(A) andλmin(A) represent, respectively, themaximumandminimum
eigenvalues of a matrix A.
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