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a b s t r a c t

We use a quasi-likelihood function approach to clarify the role of initial values and the
relative sample size of the cross-section dimension N and the time series dimension T on
the asymptotic properties of estimators for dynamic panel data models with the presence
of individual-specific effects. We show that a properly specified quasi-likelihood estimator
(QMLE) that uses the Mundlak–Chamberlain approach to condition the unobserved effects
and initial values on the observed strictly exogenous covariates is asymptotically unbiased
ifN goes to infinitywhether T is fixed or goes to infinity.Monte Carlo studies are conducted
to demonstrate the importance of properly treating initial values in getting valid statistical
inference. The simulation results also suggest that to deal with the incidental parameters
issues arising from the presence of individual-specific effects or initial values, following
the Mundlak’s (1978) suggestion to condition on the time series average of individual’s
observed regressors performs better than conditioning on each observed variable at all
different time periods.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

In the estimation of dynamic panel data models with the presence of time-invariant individual effects, three issues have
arisen (e.g., Hsiao (2014)): (i) whether the unobserved individual-specific effects should be treated as fixed or random?
(2) whether the initial values should be treated as fixed constants or random? (iii) does the relative size of cross-sectional
dimension N and time series dimension T matter?We argue in this paper that all three issues matter in obtaining consistent
estimation of unknown parameters and obtaining valid statistical inference.We illustrate our points using a quasi-likelihood
function approach because it allows us to synthesize all these issues, also because many panel estimators such as the within
estimator (e.g., Hsiao (2014)), the Bai (2013a, b) factor estimator or the Phillips (2010, 2015) control function estimator can
also be put in this framework.

Because the impact of the presence of time-invariant individual specific effects on the limiting distribution differs
between a panel time series model and a model involving other explanatory variables, we consider these issues first in a
panel time series setting, then for a general dynamic panel model containing exogenous explanatory variables in Sections 2
and 3, respectively. Section 4 discusses the implication of Chamberlain (1980)–Mundlak (1978) approach to deal with the
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issue of incidental parameters. Section 5 considers the case of heteroscedastic errors. Section 6 provides a small scale Monte
Carlo study to highlight the issues involved. Concluding remarks are in Section 7. All proofs are in the Appendix.

Throughout this paper, we use (N, T ) → ∞ to denote that both N and T jointly go to infinity, ‘‘→p’’ and ‘‘→d’’ to denote
convergence in probability and in distribution, respectively.

2. A panel time series model

In this section, we discuss the asymptotic properties of the QMLE of a simple panel time series model. We distinguish
two cases: inference based on fixed initial and random initial observations.

2.1. The model

There is no loss of generality to consider the following simple model,

yit = ρyit−1 + ηi + uit , i = 1, . . . ,N; t = 1, . . . , T , (2.1)

where |ρ| < 1 and the initial value yi0 is available for i = 1, . . . ,N. Wemake the following assumptions:
Assumption A1(a): The errors uit are independent of ηi and are independently and identically distributed (i.i.d.) over i

and t with mean zero and constant variance σ 2
u . For ease of notation, we let σ 2

u = 1.
Assumption A2: The individual-specific effects ηi are i.i.d. over i with mean zero and variance σ 2

η .
Let yi = (yi1, . . . , yiT )′, yi,−1 =

(
yi0, . . . , yi,T−1

)′
, ui = (ui1, . . . , uiT )

′ and 1T be a T × 1 vector of ones, model (2.1) can be
rewritten as a T -equation system of the form,

yi = yi,−1ρ + 1Tηi + ui, i = 1, . . . ,N. (2.2)

2.2. Fixed initial observation

Under the assumption yi0 are fixed constants, the quasi-likelihood function takes the form

L =

N∏
i=1

(2π)−
T
2 |V|

−
1
2 exp

{
−

1
2

(
yi − ρyi,−1

)′V−1 (yi − ρyi,−1
)}

, (2.3)

where

V = IT + σ 2
η 1T1′

T , V−1
= IT −

σ 2
η

1 + Tσ 2
η

1T1′

T . (2.4)

The quasi-maximum likelihood estimator (QMLE) is obtained by maximizing the logarithm of (2.3). When σ 2
u and σ 2

η are
known, the QMLE is the (naive) generalized least squares (GLS) estimator,

ρ̂QMLE,f =

(
N∑
i=1

y′

i,−1V
−1yi,−1

)−1 ( N∑
i=1

y′

i,−1V
−1yi

)
. (2.5)

where QMLE,f refers to QMLE treating yi0 as fixed constants.

Remark 2.1. Bai (2013a, b) derives (2.5) from the factor analytic framework by minimizing1,2

log |ΣN (θ)| + tr
(
ΣN(θ)−1SN

)
, (2.6)

where θ =
(
ρ, σ 2

η , σ 2
u

)′
, ΣN (θ) = Γ
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σ 2
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1T1′âĂĺ
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)
Γ ′ and SN =

1
N
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i=1 (yi − ȳ) (yi − ȳ)′ with

ȳ =
1
N

∑N
i=1yi,

3

ΓT×T =
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1 0 0 · · · 0
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. . .

...
...

...
. . .
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⎞⎟⎟⎟⎟⎟⎟⎠ .

1 Bai (2013a, b) derived (2.5) under the assumption that yi0 = 0. However, one may view yi0 = 0 as a special case of yi0 being a constant.
2 Bai (2013a, b) actually considers a model involving both the individual- and time-specific effects. However, taking the deviation of individual

observation from the cross-section mean at time t , (yit − ȳt ), removes the time-specific effects, where ȳt =
1
N

∑N
i=1yit . The transformed model no longer

involves time-specific effects. The asymptotic distributions for Bai (2013a, b) model or (2.1) are identical. So for ease of exposition, we just consider (2.1).
3 For simplicity of exposition, we do not include an intercept term in (2.1). Thus, under our framework, SN should be just 1

N

∑N
i=1yiy

′

i .
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