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EIGENVALUE LOCATION IN GRAPHS OF SMALL CLIQUE-WIDTH

MARTIN FÜRER, CARLOS HOPPEN, DAVID P. JACOBS, AND VILMAR TREVISAN

Abstract. Finding a diagonal matrix congruent to A−cI for constants c, where A is
the adjacency matrix of a graph G allows us to quickly tell the number of eigenvalues
in a given interval. If G has clique-width k and a corresponding k-expression is known,
then diagonalization can be done in time O(poly(k)n) where n is the order of G.
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1. Introduction

One of the main concerns of spectral graph theory is to determine properties of
a graph through the eigenvalues of matrices associated with it. Even if we restrict
ourselves to the adjacency and the Laplacian matrices, eigenvalues and eigenvectors
have been particularly useful for isomorphism testing and embedding graphs in the
plane [2], for graph partitioning and clustering [23], in the study of random walks on
graphs [5, 22] and in the geometric description of data sets [6], just to mention a few
examples. An obvious step in any such application is to calculate the spectrum of the
input graph, or at least to accurately estimate a subset of its eigenvalues. In fact, the
distribution of eigenvalues of graphs in a given class of graphs generated by a given
random graph model has been studied intensively (see [11, 20, 24] and the references
therein).

We say that an algorithm locates eigenvalues for a class C if, for any graph G ∈ C and
any real interval I, it finds the number of eigenvalues of G in the interval I. In recent
years, efficient algorithms have been developed for the location of eigenvalues in trees
[15], threshold graphs [16] (also called nested split graphs), and chain graphs [1]. A rich
class of graphs which contain threshold graphs are the graphs with no induced subgraph
isomorphic to P4, which are often called P4-free graphs or cographs. Eigenvalue location
in cographs and threshold graphs has been widely studied [29, 30, 31, 3, 17, 26].

It turns out that there is a strong connection between eigenvalue location and con-
gruence of matrices, which we now describe. Two matrices R and S are congruent,
which we write R ∼= S, if there exists a nonsingular matrix P for which R = P TSP .
Let G be a graph with adjacency matrix A, and consider real numbers c < d. If we can
construct a diagonal matrix Dc

∼= B = A − cI, then Sylvester’s Law of Inertia [25, p.
568] implies that the number n1 of eigenvalues of A greater than c equals the number
positive entries in Dc. (Similarly, the number of eigenvalues equal to c, or less than c,
are given by the number of zero diagonal entries, or by the number of negative entries
in Dc, respectively.) Hence, the number n2 of positive entries in a diagonal matrix
Dd

∼= A − dI is the number of eigenvalues of A greater than d. Thus n1 − n2 is the
number of eigenvalues in (c, d]. This is why we want to design a fast algorithm to find
a diagonal matrix that is congruent to A− cI.
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