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ABSTRACT

The behavior of the flow through a straight square duct is examined using Large-Eddy Simulations. Both iso-
thermal and non-isothermal conditions were considered, the latter generated with either the wall temperature or
the wall heat flux held constant. Fully-developed conditions were attained by initializing the velocity field with
perturbed streamwise streaks, and by employing a method for efficiently applying cyclic boundary conditions to
the velocity field while minimizing aliasing errors. Results were obtained for two values of bulk Reynolds
numbers, Re, = 6,000 and 10,000. The numerical accuracy was checked via several alternative methods that
included performing computations on grids with different resolutions, both with and without sub-grid scale
models. The results were used to test some of the assumption underlying the use of RANS approaches to predict
the flow and thermal fields. Of particular interest was the examination of the effects of the turbulence-driven
secondary motions on the near-wall processes, especially on existence and extent of the thermal logarithmic law
of the wall, and on departures from the Reynolds analogy. Their effect on the turbulent Prandtl number was
quantified, and the implications on the use of Fourier's law to relate the turbulent heat fluxes to the gradients on

mean temperature are discussed.

1. Introduction

The turbulent flow of a fluid in a square duct is of practical interest
for its frequent occurrence in engineering practice such as in high
performance heat exchangers and in the cooling passages in gas-turbine
blades [1]. It is also of fundamental interest due to the presence of
turbulence-driven secondary flows that impact the rates of transfer of
heat and momentum leading to distortion of the mean flow field, and to
non-uniform distributions of shear stresses and heat fluxes on the duct
walls. The prediction of these flows has exposed the limitations of many
of the most-widely used RANS approaches for the prediction of turbu-
lent flows. These approaches, being based on Boussinesq's assumption
of linear stress-strain relationship, predict, in fully-developed flow
conditions, isotropy of the normal stresses. Since it is the anisotropy of
these stresses that provides the sole mechanism for generating the
secondary flows, these are not obtained leading to significant errors in
the prediction of important parameters such as the pressure drop and
the overall heat-transfer rate [2]. Models that are based on non-linear
stress-strain relationships (e.g. Refs. [3] [4]), or that involve the solu-
tion of modeled differential transport equations for all six non-zero
components of the Reynolds-stress tensor ([5]) are more successful in
capturing the details of the secondary flows but uncertainties remain,
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especially in predicting the consequences of these motions on the
thermal field.

In contrast to conventional turbulence closures, the use of Large-
Eddy Simulations (LES) to predict the behavior of turbulent flows in-
volves fewer modeling assumptions and can thus potentially provide
more reliable means for engineering predictions. Several studies of
flows in square ducts with LES have been reported in the literature. For
isothermal flows, these include the studies of Madabhushi and Vanka
[6] and Breuer and Rodi [7]. For non-isothermal flows, results have
been reported by Pallares and Davidson [8], Vazquez and Métais [9],
Qin and Pletcher [10] and Zhu et al. [11]. Recently, Direct Numerical
Simulations (DNS) have been used to study the fundamental flow
physics associated with turbulence-driven secondary motions in ducts
of increasing aspect ratio ([12]). The computations, which were per-
formed using a Spectral-Element Method with a number of nodes of up
to 326 X 10, revealed a degree of complexity arising from the interac-
tion of bursting mechanisms from horizontal and vertical walls that
would be hard to capture with either LES or RANS. Within the con-
straints of computational resources, the LES approach will probably
remain the advanced design tool of choice for the foreseeable future.

In this paper, we make comparisons with some of the previously-
reported LES results and proceed further in investigating in far more
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detail the sensitivity of the predictions to some of the assumptions and
practices underlying the use of LES in the prediction of heat transfer in
square ducts. Amongst the issues examined is the intersection between
grid resolution and the models used to approximate the sub-grid scale
fluxes of momentum and thermal energy. We also examine the efficacy
of methods used to generate initial conditions that lead to the rapid
establishment of a sustainable turbulence field, and of methods for in-
corporating cyclic boundary conditions that minimize aliasing errors.
Thus one objective of this research was to contribute a reliable set of
results to the rather limited literature related to the use of LES in the
prediction of non-isothermal flows in non-circular ducts. Another ob-
jective stems from the recognition that the task of obtaining numeri-
cally-accurate LES results within reasonable turn-around times is not
trivial and in many cases precludes the use of this methodology for
routine engineering design. There is thus some benefit in using LES to
obtain descriptions of the flow details that are difficult to obtain via
measurements, and to use these to examine some of the assumptions
underlying the more practical RANS approaches. Amongst these is the
assumption of the existence of logarithmic laws of the wall for mo-
mentum and temperature to obtain wall boundary conditions for these
parameters (the ‘wall functions’ approach), and the assumption that the
Reynolds analogy connecting the rates of heat and momentum trans-
port via a constant Prandtl number holds even in the presence of ani-
sotropy-driven secondary motions. We use our results to test both of
these assumptions.

2. Mathematical formulation and computational details

The methodology underlying the Large-Eddy Simulations approach
to modeling turbulent flows is well know (see, for example [13,14]).
Briefly, the instantaneous equations governing the conservation of
mass, momentum and energy are filtered to yield:
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We use the Smagorinsky [15] model for the sub-grid scale stresses:
Tjj = —Vsgs 25‘1’]’ “4)

where vy, is the turbulent eddy viscosity and S is the resolved strain
rate tensor. The turbulent eddy viscosity is obtained from

Vsgs = (CSA)2|§| %)
where A is a length scale obtained from

1
A= (AxAyAz)3 (6)

is used, where A,, Ay, A, is the grid spacing in x, y, z, respectively.

Several different values for the Smagorinsky constant Cs have pre-
viously been used in this and similar flows. In this work, Cs was set
equal to 0.065 which is in line with the recommendations of [16,17] for
wall-bounded flows.

The Smagorinsky model with a constant Cs tends to overpredict the
viscosity in close proximity to the wall [18]. Following the usual
practice, we use van Driest's damping function to bring about the cor-
rect behavior:

Vsgs = (CSA)2|§|(1 - e—y*/A*) (7)

where y* = % is the non-dimensional wall distance and A" = 26.
The unresolved heat fluxes are modeled according to [13,17,19] as
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is the thermal sub-grid scale diffusivity, vy is the sub-grid scale eddy
viscosity in Eq. (7) and Pr is the sub-grid scale Prandtl number which
was set equal to 0.4 in line with the recommendations of [19,20].
The simulations were performed using the open source CFD soft-
ware OpenFOAM. Fluid properties for dry air at 293.15 K were assumed
to be constant for both isothermal and heated flow conditions thus the
temperature variations did not influence the flow field. Turning to de-
tails of the discretization schemes, a second-order accurate backward
differencing scheme is used for time integration. The time-step size was
restricted according to the Courant - Friedrichs - Lewy number

o, v, )
Nx Ay Az

To ensure stability, CFL was set equal to 0.6 to ensure time accurate
and stable results. Concerning the spatial discretization, second-order
linear schemes were used for both the diffusive and convective fluxes. It
should be noted that a detailed study of the fundamental physical
processes of turbulence-driven secondary flows would demand the use
of a higher-order accurate discretization scheme such as the Spectral
Element Method used by Marin et al. [2] to examine the nature of flows
in hexagonal ducts. Coupling of the continuity and momentum equa-
tions was done iteratively using the PISO algorithm.

The boundary conditions employed were as follows. At the walls,
the no-slip condition was applied for the velocities while the wall-
normal pressure gradient was set equal to zero. At the outlet, the
pressure and the streamwise gradients of the axial velocity were set to
zero. At inlet, the internal mapping procedure of de Villiers [18] was
used. An arbitrary plane close to the outlet was identified from where
the computed velocities were extracted at each time step to be inserted
at the inlet. Placing this arbitrary plane at some distance upstream of
the outlet prevents spurious errors due to reflections from the outlet
from being propagated back to the inlet. In the present work the
mapping plane was located at a distance of 6.0D;, from the inlet plane;
the total length of the channel being 6.4D,,. Subsequent tests confirmed
that the feedback effects were minimal. The mapping length of 6.0Dj, is
in-line with the recommendations of Pallares and Davidson [8] who
performed calculations in the same Re, regime. Other researchers (e.g.
Refs. [21,22]) recommended longer domains but preliminary tests
showed that this is not necessary.

Several methods for initializing the velocity field were considered.
The one which proved most effective in producing a realistic and sus-
tainable turbulence field was the method proposed by de Villiers [18]
which is based on the initialization of the velocity field with a transi-
tional-like state. A laminar mean profile (U;) was superimposed by ar-
tificially created streamwise streaks to yield an instantaneous velocity
(U) that defines parallel low- and high-speed streaks:

CFL = /\t max(
(10)
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where AU* = 0.25Uy/u;, o = 5.5 X 10~* and ¢ = U,/200. The friction
velocity u, was estimated using the formulation of Jones [23]. This
leads to Re.(=u.Dy/2v) of 196.5 for the case of Re,(=U,Dy/v) of 6,000
and Re, = 306 for the case of Re, = 10,000. The value 8+ = 27/200 de-
termines the spanwise streak spacing. The constant C,; = 1.1 introduces
a small random deviation in order to break the symmetry. Then streak
waviness is introduced in order to perturb the streaks and produce
streamwise vortices

W = esin(a*xt)y*texp(—(y*)%0) Cys (12)
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