
Accepted Manuscript

State representation learning for control: An overview

Timothée Lesort, Natalia Díaz-Rodríguez, Jean-Frano̧is Goudou, David Filliat

PII: S0893-6080(18)30205-3
DOI: https://doi.org/10.1016/j.neunet.2018.07.006
Reference: NN 3989

To appear in: Neural Networks

Received date : 14 February 2018
Revised date : 5 June 2018
Accepted date : 10 July 2018

Please cite this article as: Lesort, T., Díaz-Rodríguez, N., Goudou, J.-F., Filliat, D., State
representation learning for control: An overview. Neural Networks (2018),
https://doi.org/10.1016/j.neunet.2018.07.006

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to
our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form.
Please note that during the production process errors may be discovered which could affect the
content, and all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.neunet.2018.07.006


State Representation Learning for Control: An Overview

Timothée Lesorta,b, Natalia Díaz-Rodríguezb, Jean-François Goudoua, David
Filliatb

aVision Lab, Thales, Theresis, Palaiseau, France
bU2IS, ENSTA ParisTech, Inria FLOWERS team, Universite Paris Saclay, Palaiseau,

France

Abstract

Representation learning algorithms are designed to learn abstract features

that characterize data. State representation learning (SRL) focuses on a partic-

ular kind of representation learning where learned features are in low dimension,

evolve through time, and are influenced by actions of an agent. The represen-

tation is learned to capture the variation in the environment generated by the

agent’s actions; this kind of representation is particularly suitable for robotics

and control scenarios. In particular, the low dimension characteristic of the

representation helps to overcome the curse of dimensionality, provides easier in-

terpretation and utilization by humans and can help improve performance and

speed in policy learning algorithms such as reinforcement learning.

This survey aims at covering the state-of-the-art on state representation

learning in the most recent years. It reviews different SRL methods that involve

interaction with the environment, their implementations and their applications

in robotics control tasks (simulated or real). In particular, it highlights how

generic learning objectives are differently exploited in the reviewed algorithms.

Finally, it discusses evaluation methods to assess the representation learned and

summarizes current and future lines of research.
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