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a b s t r a c t

This paper proposes a queueing model for the performance evaluation of a computing cluster. Requests
arrive to the configurations according to a Poisson process at rate k. There is a load balancing hardware in
front of two servers to route requests to a free server if any. The service is commenced according to the
first-come-first-served (FCFS) principle. The system can be either in the normal state or in the working
vacation state. The service time of each customer during the normal state is exponentially distributed.
We develop the balance equations for the steady-state probabilities and solve the equations by using
the generating function and hypergeometric function. We obtain some performance measures for the
system, such as the steady-state probabilities of the servers, the mean system sizes, the mean sojourn
time of a customer served as well as the proportion of customers served and the rate of abandonment
due to impatience. Finally, some numerical results are presented to demonstrate effects of some param-
eters on these performance measures of the system.

� 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Nowadays, the information technology (IT) service is carried out
with the help of different application servers (e.g.: Web and data-
base servers, etc.) which are hosted in physical servers (often called
machines or nodes). Therefore, the cost-efficient organization of a
system providing services plays an important role in the success
of service providers, which can be supported by a new queueing
model developed in this paper. In the last decades, there are
queues with working vacations which have been widely used for
the performance analysis of communication systems, manufactur-
ing systems, bank service systems and other public service systems
(Do & Krieger, 2009; Servi & Finn, 2002). The working vacation
term in queueing models has been motivated by the operation of
practical systems where less resource may be available for certain
periods than the normal operation periods.

The pioneering work on working vacation queue can go back to
Servi and Finn (2002) for an M/M/1 queue with multiple working
vacations. Later, the work of Servi and Finn (2002) has been exten-
sively generalized. For example, Wu and Takagi (2006), Li, Tian,
Zhang, and Luh (2009), Gao and Liu (2013) generalized results in
Servi and Finn (2002) to the M/G/1 queue with working vacation.
Baba (2005) studied a GI/M/1 queue with working vacation by

using the matrix-analytic method. Tian, Ma, and Liu (2008) studied
a discrete time Geom/Geom/1 queue with multiple working vaca-
tion, Tian, Zhao, and Wang (2008) studied an M/M/1 queue with
single working vacation, Lin and Ke (2009) presented a multi-
server system with single working vacation. Do and Krieger
(2009) used a multi-server with vacations to model management
activities in cloud computing environments. Recently, Gao, Wang,
and Zhang (2013) presented the GIX/Geo/1/N queue with negative
customers and multiple working vacations, Li, Zhang, Xu, and Gao
(2013) studied the GI/Geo/1 queue with Bernoulli-schedule-
controlled vacation and vacation interruption. Some recent works
on vacation queue model can be found in Ke, Wu, and Zhang
(2010) as well. Do, Papp, Chakka, Sztrik, andWang (2014) analyzed
the M/M/1 retrial queue with working vacations and negative cus-
tomer arrivals, which is an extension of a model introduced in Do
(2010).

In principle, customers in waiting line are prone to leave the
service system due to impatience and long time delays. In the
queueing literature, Yechiali (2007) considered an M/M/c queue,
where the system, considered as a whole, suffers occasionally a
disastrous breakdown and immediately enters into the repair per-
iod, each individual customer who arrives during repair period
activates a random-duration timer (impatient timer). If the timer
expires before the system is repaired, the customer who abandons
the queue will never return. Altman and Yechiali (2008) studied an
M/M/1 queue with impatient customers. Yue, Yue, and Xu (2012)
considered an M/M/1 queueing system with working vacations
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and impatient customers, where customers will abandon the sys-
tem during working vacation if their service has not been com-
pleted or has not begun before the expiration of an impatient
timer. Different from Yue et al. (2012), Selvaraju and Goswami
(2013) considered an M/M/1 queue with impatient customers
and two different types of working vacations in which the cus-
tomers arriving at the system during a working vacation period
become impatient and may abandon the system because of the
expiration of their impatient timer.

In this paper, we propose a novelmodel to analyze a typical clus-
ter configuration that is often applied in small enterprises, depart-
ments of universities and even big companies. In such
environments, information technology services and mission-
critical applications (e.g., mail servers, database service, web
servers, etc.) are provisioned with the help of a physical server. To
provide highly available services against the failure of hardware
components and/or software, a clustered system is often applied
with hardware and software redundancy. In a lot of cases, a cluster
is built with two physical servers because of the cost reason. Each
physical server runs a copy of an operating system, application soft-
ware and an appropriate framework. The most well-known open
and free software framework to build a Linux cluster using commod-
ity hardware is developed in the framework of the Linux-HA project
(http://www.linux-ha.org). The responsibility of the framework is to
detecting node or daemon failures and reconfigure the system
appropriately, so services can be provided without interruption if
one component fails. In this paper, we consider an active-active load
balancing cluster (see Kopper, 2005; van Vugt, 2014) where servers
synchronously exchanges background information (e.g., internal
state of service, file directories) so each server is backup of the other
server. Requests arrive to the configurations according to a Poisson
process and can be served by any of two physical servers according
to the first-come first served (FCFS) principle. Due to the active-
active load balancing configuration, two practical cases are taken
into consideration when the system becomes empty:

� The two physical servers synchronously apply the Dynamic
Voltage and Frequency Scaling (DVFS) technique (i.e., reduce
the operating voltage/frequency of CPU) (see Weiser, Welch,
Demers, & Shenker, 1994) to save the energy consumption.

� The two physical servers are synchronously brought to a main-
tenance phase. In this case, some software updates or hot-swap
hardware upgrades are performed.

In the term of the queueing theory, the two servers syn-
chronously start a single vacation with an exponentially dis-
tributed random period. The system goes back to the normal
state after a vacation. The system can serve arriving requests with
a lower service rate during a vacation than the normal case.

This work is different from that of Selvaraju and Goswami
(2013) and the differences are listed as follow:

� We consider an M/M/2 queue model with synchronous single
working vacation based on a practical two-node computing
cluster.

� We derive some key performance measures explicitly such as
sojourn time of a customer who finishes his service completely,
the proportion of customers served, and the rate of abandon-
ment of a customer due to impatience.

� Numerical experiments are presented for a cluster model that is
built from Commercial Off-The-Shelf (COTS) servers by consid-
ering the average power consumption.

The rest of this paper is organized as follows. In Section 2, we
give the details of a computing cluster and model it as an M/M/2
queue with synchronously working vacation and impatient

customers. In Section 3, the steady-state analysis is presented. In
Section 4 the sensitivity analysis on some performance measures
is given through numerical examples. Section 5 concludes our
paper.

2. A performance of a computing cluster

A cluster of two physical machines depicted in Fig. 1 is typically
applied in the environment of IT infrastructure to provide a service
(e.g., hosted services based on application server environments),
see Marcus and Stern (2003) and Kopper (2005). Requests arrive
to the configurations according to a Poisson process at rate k.
Before the two servers, there is a load balancing hardware with
software that is used to route requests to a free server (see Fig. 1).

The service is commenced according to the first-come-first-
served (FCFS) principle. The system can be either in the normal
state or in the working vacation state. The service time of each cus-
tomer during the normal state is exponentially distributed with
mean 1=lb, where we assume that the stability condition
q ¼ k=ð2lbÞ < 1 is fulfilled.

When the system becomes empty, the two physical servers syn-
chronously apply the Dynamic Voltage and Frequency Scaling
(DVFS) technique (i.e., reduce the operating voltage/frequency of
CPU) (see Weiser et al., 1994) to save the energy consumption of
the cluster. In the term of the queueing theory, the two servers
synchronously start a single vacation with an exponentially dis-
tributed random period. The vacation time V is assumed to follow
an exponential distribution with mean 1=h. During a vacation,
arriving requests can be served during the vacation periods of ser-
vers. The service times during the working vacation follow an
exponential distribution with rate lv . Note that 0 < lv 6 lb

because the CPUs of servers are operated with a reduced frequency.
If the idle servers return from the vacation, they stay in the system
waiting for arriving customers without taking another working
vacation. Correspondingly, they change the service rate lv back
to the regular rate lb.

Due to the servers’ lower service rates during the working vaca-
tion, the customers waiting in the queue are assumed to be impa-
tient. That is, whenever a customer arrives during a working
vacation period and finds the two servers busy, he/she activates
an impatience timer ‘T’, which follows an exponential distribution
with parameter nðn > 0Þ and is independent of the number of cus-
tomers in the system. If the impatience timer expires before the
end of the working vacation state and the customer’s service has
not begun, the customer leaves the system forever. Otherwise,
once the customer’s service begins before the expiration of the
impatience timer, she will stay in the system.

Various stochastic processes involved in the system are inde-
pendent of each other.

3. Steady-state analysis

In this section, we carry out a stationary analysis for the model
given in Section 2. We first derive the balance equations for the
steady-state probabilities and then solve the equations by using
the generating function method.

The state of the system at time t is described by the following
random variables:

(1) The number NðtÞ of customers in the system including the
ones in service.

(2) The state JðtÞ of the server, where server may be in an SWV
(Single working vacation) (JðtÞ ¼ 0) or in a regular service
period (idle or busy with normal service rate) (JðtÞ ¼ 1).
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