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a b s t r a c t

Motivated by the need to deal with uncertainties in energy optimization of flexible manufacturing sys-
tems, this paper considers a dynamic scheduling problem which minimizes the sum of energy cost
and tardiness penalty under power consumption uncertainties. An integrated control and scheduling
framework is proposed including two modules, namely, an augmented discrete event control (ADEC)
and a max-throughput-min-energy reactive scheduling model (MTME). The ADEC is in charge of inhibit-
ing jobs which may lead to deadlocks, and sequencing active jobs and resources. The MTME ensures the
fulfillment of the innate constraints and decides the local optimal schedule of active jobs and resources.
Our proposed framework is applied to an industrial stamping system with power consumption uncer-
tainties formulated using three different probability distributions. The obtained schedules are compared
with three dispatching rules and two rescheduling approaches. Our experiment results verify that MTME
outperforms three dispatching rules in terms of deviation from Pareto optimality and reduces interrupted
time significantly as compared to rescheduling approaches. In addition, ADEC and MTME are pro-
grammed using the same matrix language, providing easy implementation for industrial practitioners.

� 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Flexible manufacturing systems (FMSs) are modern production
facilities which possess high flexibility of resource allocation and
part routing. A resource is capable of performing multiple jobs,
and multiple resources can be used to perform the same job on a
part (Abazari, Solimanpur, & Sattari, 2012; Chan, Bhagwat, & Wad-
hwa, 2008, 2012; Pang, Lewis, Lee, & Dong, 2011). If one monitors
the energy consumption of FMS, it is not uncommon to see that dif-
ferent resources require different productive powers and process-
ing times to perform the same job. This variation is due to a
multitude of factors, whether predicted or unpredicted, including
the resource type, its operating conditions, process parameters,
and part type (Abdelaziz, Saidur, & Mekhilef, 2011). To reduce en-
ergy cost of FMS, it is crucial to develop effective scheduling algo-
rithms which generate energy-efficient schedules complying with
production constraints.

Owing to current looming economic situation and rising energy
prices, the reduction of energy cost in FMS has been recently ad-
dressed with great efforts in both academia and industry (Du,

Chen, Huang, & Yang, 2011; Fang & Lin, 2013). Current research lit-
erature on energy-efficient scheduling often deals with the static
environments, where power consumption of resources is fixed
and no uncertainties would influence job processing after a sche-
dule is executed. Real manufacturing is, however, dynamic and
subjected to a wide range of uncertainties. Uncertainties in manu-
facturing have been classified into two categories, namely, re-
source-related uncertainties such as machine breakdown,
machine degradation, tool wears, and job-related uncertainties
such as rush jobs, job cancellation, stochastic processing times
(Vieira, Hermann, & Lin, 2003). As such, scheduling under uncer-
tainties, also known as dynamic scheduling, has attracted much
attention in recent years (He & Sun, 2012; Horng, Lin, & Yang,
2012; Xiong, Xing, & Chen, 2012). The FMS scheduling problem is
non-deterministic polynomial-time hard (NP-hard) in computa-
tional complexity theory, but consideration of uncertainties further
aggravates its complexity. The existent approaches for dynamic
scheduling in FMS can be classified into three categories, namely,
the reactive, the proactive, and the predictive–reactive. Each ap-
proach has its own pros and cons (Ouelhadj & Petrovic, 2009).

Predictive–reactive scheduling is a scheduling/rescheduling
process, in which the baseline schedules are generated offline
and the active schedules are revised online in response to real-time
uncertainties. The most common predictive-reactive scheduling
include completed rescheduling (CR) and partial rescheduling
(PR) (Choi & Wang, 2012; Vieira et al., 2003). In theory, CR provides
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the optimal schedules, but these schedules are rarely achievable in
practice and require prohibitive computational time. In addition, it
can result in instability and disruption in manufacturing flows,
leading to tremendous production costs. In PR, only jobs and re-
sources affected by the uncertainties are rescheduled. On the other
hand, the reactive scheduling is characterized by its capability of
real-time decision-making, in which no baseline schedules are
generated offline, and decisions are quickly made online using
real-time information. Dispatching rules are typical examples of
reactive scheduling, in which jobs are selected by sorting them
according to some predefined criteria. Dispatching rules are still
the most preferred scheduling approaches in industry due to their
ease of implementation, low computational cost, and guarantee of
schedule stability and feasibility (Ko, Kim, Kim, & Baek, 2010; Mou-
elhi-Chibani & Pierreval, 2010; Chiang, 2013; Sule, 2007; Tay & Ho,
2008). The main weakness of reactive scheduling is that they can-
not globally optimize the overall performance of generated sched-
ules. Proactive scheduling focuses on building a predictive
schedule which minimizes the effects of real-time uncertainties
(Horng et al., 2012). Baseline schedules are generated offline and
will not be revised online. The main difficulty of these approaches
is modeling of uncertainties. Computational cost is also an issue,
since the stochastic search space is usually huge.

In this paper, a FMS dynamic scheduling problem which mini-
mizes the sum of energy cost and tardiness penalty is considered
under power consumption uncertainties. Uncertainties in power
consumption are realistic in a dynamic manufacturing environ-
ment, as power consumption was verified to be dependent on
uncertain factors including machine conditions, tool conditions,
and workloads (Abdelaziz et al., 2011). The minimization of energy
cost and tardiness penalty is a practical problem which was con-
sidered by Fang and Lin (2013) under static environment. Such
tradeoff happens when a resource requires shorter time but higher
energy to perform a job as compared to others (Fang & Lin, 2013).

To solve the formulated dynamic scheduling problem, this paper
proposes a matrix-based integrated control and scheduling frame-
work for a class of FMSs with shared resources and flexible part rout-
ing. Such configuration can be encountered in many realistic
manufacturing flowlines, job shops, and material handling systems.
The proposed framework can be viewed as an aggregation of two
interacting modules, an augmented discrete event control (ADEC)
and a max-throughput-min-energy reactive scheduling model
(MTME). The ADEC has been proposed recently (Le, Pang, Lewis,
Gan, & Chan, 2011; Pang, Hudas, Mikulski, Le, & Lewis, submitted
for publication), proving to be very efficient in modeling and control-
ling the large-scale discrete-event dynamics of typical manufactur-
ing systems. In particular, it reduces the model complexity when
modeling large-scale FMSs as compared to the traditional conjunc-
tive supervisory tools, such as the discrete event control (DEC) (Bog-
dan, Lewis, Kovacic, & Mireles, 2006; Pang et al., 2011) and Petri Nets
(PNs) (Huang, Shi, & Xu, 2012). The proposed MTME resembles a
reactive scheduling approach, which dispatches the imminent jobs
and resources quickly and online using real-time power consump-
tion of resources. It includes two 0–1 linear programming submod-
els, the former maximizes the production throughput and the latter
minimizes the energy cost at every dispatching epoch. Both ADEC
and MTME are programmed using the same matrix language and
function during operational control as a whole, which provide easy
implementation for industrial practitioners.

Our proposed framework is tested on an industrial FMS at a
stamping company in the Republic of Singapore. The stamping
parts are various types of voice coil motor (VCM) yokes used in
commercial hard disk drive (HDD) actuators. Power consumption
of resources are continually monitored using Rudolf R-DPA96A
digital power analyzers (RUDOLFs). RUDOLFs are interfaced with
computers via LabVIEW� environment. The schedules obtained

by our proposed framework are compared with three dispatching
rules, CR, and PR approaches. The experiment results with different
batch sizes verify that MTME outperforms the three dispatching
rules for all test cases in terms of deviation from Pareto optimality.
The PR outperforms MTME when the batch size is small (short
schedules), but the reverse is observed when the batch size is lar-
ger than 60 parts (long schedules). In terms of mean interrupted
time, MTME achieves less than 1 s for all test cases, while the PR
and CR cause prohibitive interrupted time (instability) for the FMS.

The rest of the paper is organized as follows. Section 2 describes
the FMS and introduces the ADEC model of FMS. Section 3 formu-
lates the dynamic scheduling problem under power consumption
uncertainties, while Section 4 provides the formulation of MTME
based on the ADEC model. In Section 5, our framework is evaluated
based on an industrial stamping system with experiment results
and discussions. Finally, our conclusions and future work direc-
tions are summarized in Section 6.

2. Background

In an era of intensive competition, manufacturing systems have
migrated from conventional fixed-hardware sequential or batch
production with dedicated workstations to FMSs with shared re-
sources and flexible part routing. In this section, FMSs are described.
It is then proceeded to provide a general description of the ADEC
model of FMS, introducing the most significant details and notations
(Le et al., 2011; Pang et al., submitted for publication).

2.1. Description of FMS

The FMS class of systems, investigated herein, has the following
properties (Bogdan et al., 2006): (a) each part type has a strictly de-
fined sequence of jobs; (b) each job in the system requires one and
only one resource; (c) there are choice jobs (jobs which can be per-
formed by alternative resources) and shared resources (resources
which can perform different jobs); (d) resource allocation and part
routing are flexible; (e) there are no assembly jobs, and (f) jobs are
not preemptive, i.e., once assigned, a resource cannot be removed
from a job until it is completed.

A FMS consists of a set of resources, denoted by R =
{rj, j = 1, 2, . . . , jRj}, to manufacture jPj types of parts, where j�j is a
standard term to denote the cardinality of a set. Each resource can
be a machine, a buffer, a robotic arm, an automated guided vehicle,
and so on. In large-scale FMSs, rj can denote a pool of similar re-
sources. Resources which can perform multiple jobs are called
shared resources, otherwise called nonshared resources.

The set of part types is denoted by P = {pq, q = 1, 2, . . . , jPj}, and
u(pq) is the number of type-pq parts (batch size) to be manufac-
tured. Each pq has a strictly predefined sequence of jobs
xq ¼ vq

1v
q
2 � � �v

q
jxq j, where vq

i is the ith job in xq and jxqj is the
length of xq. The set of jobs is denoted by V ¼
vq

i ; q ¼ 1;2; . . . ; jPjt
� �

. In FMSs with flexible part routing, choice
jobs are ubiquitous. Therefore, V can be partitioned into two dis-
joint subsets, V = Vz [ Vnz, where Vz and Vnz denote the sets of
choice and nonchoice jobs, respectively. Let R vq

i

� �
be the set of re-

sources which can perform vq
i . Obviously, R vq

i

� ��� �� > 1 if vq
i 2 Vz,

and R vq
i

� ��� �� ¼ 1 if vq
i 2 Vnz. For each pq, xq is associated with two

fictitious jobs uq and yq called input buffer and output buffer jobs
which represent the storage of raw and finished parts, respectively.
uq and yq do not require any resources, thus R(uq) = R(yq) = ;.

2.2. ADEC Model of FMS

Let us consider a FMS with part type pq is characterized a job
sequence xq properly predefined and a set of available resources

C.V. Le, C.K. Pang / Computers & Industrial Engineering 66 (2013) 406–417 407



Download English Version:

https://daneshyari.com/en/article/1134427

Download Persian Version:

https://daneshyari.com/article/1134427

Daneshyari.com

https://daneshyari.com/en/article/1134427
https://daneshyari.com/article/1134427
https://daneshyari.com

