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Abstract

In this study, we propose an accelerated diagonal-updating scheme for solving large-scale optimization, where a scaled diagonal
matrix is used to approximate the Hessian. We combine an accelerator with the diagonal-updating method to improve the efficiency
of the algorithm. This accelerator is employed to ensure that the function value can be reduced significantly at each step. Moreover,
the algorithm employs a suitable monotone strategy to guarantee the global convergence of the algorithm. Several numerical results
are reported, which demonstrate that the proposed method is promising and more robust than other diagonal updating schemes.
© 2015 International Association for Mathematics and Computers in Simulation (IMACS). Published by Elsevier B.V. All rights
reserved.
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1. Introduction

We consider the unconstrained optimization problem
min f(x), x € R" (D

where f : R" —> R is continuously differentiable and its gradient is available. Barzilai and Borwein (BB) [3]
proposed a two-point stepsize method for solving this unconstrained optimization problem. The basic idea of the BB

method is to choose a scalar ay such that ot/ is an approximation of the Hessian matrix V2 f(x*). To achieve this,

. . . . . ST Sk—
a certain quasi-Newton property is imposed and oy is computed such that o = %, where sp_1 = Xk — Xp—1
k—1Yk=1

and yr—1 = gr — gk—1. The BB method has attracted much attention due to its simplicity and low computational
requirements, but it suffers from nonmonotonic behavior in each step and it fails to solve ill-conditioned problems
[10]. Recently, some variants of diagonal gradient methods were studied in [9,11,13], which use a diagonal matrix
as an approximation of the Hessian along the negative gradient direction and a monotone strategy is employed to
guarantee a continuous decrease in the function value at each step. However, the monotone strategy employed will
only ensure a decrease in the function value at each iteration and the reduction is frequently insignificant. Motivated by
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this observation, it is desirable to develop an approach that improves the diagonal gradient type methods by decreasing
the function value in an effective manner during each step. To achieve this aim, we employ an accelerator parameter
(see [2]) in the updating scheme to speed up the convergence to a suitable extent. The remainder of this paper
organized as follows. In Section 2, we propose a new gradient scheme, in which we combine the best accelerator with
scaled diagonal updating to reduce the function value in each step, and we describe the steps of our new acceleration
algorithm. In Section 3, we show that the new algorithm converges globally under some mild assumption. In Section 4,
we present computational results obtained using our proposed method, which demonstrate its superior performance
compared with other diagonal methods.

2. Accelerated diagonal gradient type method

In this section, we describe the procedure used to construct the new diagonal updating scheme, where we modify
the classical gradient method by focusing on reducing the function value. The basis of our approach is to obtain
an appropriate level of acceleration, similar to that proposed by Andrei [2], thereby significantly improving the
performance of the diagonal updating scheme. The diagonal gradient type method generates a sequence {x}, starting
from an initial point xo € R", using the scheme

Xkl = Xk — Bj:lgk, 2

where x is the current iteration, gx = V f(xx), and By is an approximation of the Hessian in diagonal matrix form,
which is selected along the negative direction g to minimize f(x). The updated matrix By is restricted to being a
diagonal, so it is sufficient for By to satisfy the weak secant equation skT Biy1sk = skT vk [6]. Using this assumption,
Bj.+1 is updated by the following rule:
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where E; = diag((s,il))z, (s,iz))z, e, (s,i”))z) and ¢r denotes trace operator. Moreover, a scaling parameter yx is

considered in the updating scheme to scale By at every iteration when By have relatively large eigenvalues. Thus,
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is selected (see [8,12] for details). Therefore, By is redefined as follows:

s¢ vk — s{ (Ve Bi)sk
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Bi1 = yiBr + 5
An advantage of the scaling diagonal matrix is that By (5) preserves the positive definiteness property. Moreover,
an efficient and simple monotone strategy is employed along the scaled diagonal during updating to guarantee
the monotonicity property [12]. In general, the method works well, but the monotone strategy employed is rather
conservative for reducing the function values. Thus, the fundamental concept that we introduce is to determine a
positive parameter as an accelerator in the updating scheme to overcome this drawback. We propose an accelerated
version of the diagonal updating method in order to reduce the significant function value sufficiently during iterations,
while the space complexity of our proposed method is maintained as only O(n). Now, we introduce the accelerated
diagonal gradient method according to the following scheme:

Xer1 = Xk — pe By g, (6)

where o is a parameter employed to enhance the behavior of the algorithm. Now, we have
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