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Abstract

The real dynamics of a family of fourth-order iterative methods is studied when it is applied on quadratic polynomials. A Scaling
Theorem is obtained and the conjugacy classes are analyzed. The convergence plane is used to obtain the same kind of information
as from the parameter space, and even more, in complex dynamics.
© 2014 IMACS. Published by Elsevier B.V. All rights reserved.
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1. Introduction

The application of iterative methods for solving nonlinear problems f{x) =0, with f : R — R, gives rise to rational
functions whose dynamics are not well-known. The simplest model is obtained when f(x) is a quadratic polynomial and
the iterative algorithm is Newton’s scheme. This case has been widely studied under the view of complex dynamics (see,
for instance [8,13]). The study of the dynamics of Newton’s method has been extended to other point-to-point iterative
schemes (see, for example [9,12,15,21]) and to multipoint iterative methods (see, for example [1,2,10,11,20,22]),
for solving nonlinear equations. Nevertheless, the real dynamical analysis is not profusely studied, although some
references can be found in the literature (see, for example [3,4,6,14,16,17]).

From the numerical point of view, the dynamical properties of the rational function associated with an iterative
method give us important information about its stability and reliability. In most of mentioned papers, interesting
dynamical planes, including periodical behavior and other anomalies, have been obtained. We are interested in the
analysis of the role of the parameter in the stability of the family of iterative methods, which would allows us to select
a particular one with good numerical properties.
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In this work, the family under study is the class of three-step fourth-order iterative methods for solving nonlinear
systems F(x) =0, introduced by the authors in [5], denoted by M4 and whose iterative expression is

Vi = xk — Frixg) " F(xp),

1 -1
Zk = Yk — EF/(xk) F(y)s (D
p—8
where § is an arbitrary complex parameter, 8 # 0. As the authors proved in [5], the corresponding scheme for 8= 1/5
is the unique element of the family with order of convergence five. In this paper, we will analyze the real dynamical

behavior of this family of methods applied to the nonlinear equation f(x) = 0. We will denote by Gy(x, B) the fixed point
operator associated to the class of methods (1) on a nonlinear real function f{x), whose expression is

X1 = 2k — Frixg)™! <( ) F(y) + ﬂF(zk)) :

Gr(x,B)=x— b [f(x)+f(y)(2—,3)+,3f (y_ 1 f(”)}
7t B 11

— (x)
where y = x — L.

The authors 1n [19] have studied the complex dynamics of the rational function associated to (1), analyzing the
conjugacy classes. In it, some complex regions with rich dynamical behavior have been shown providing interesting
elements of the family of iterative methods. In this paper, our aim is the study of the real dynamics of this family.
Despite what might seem, some numerical results obtained in this paper allow us to conjecture that the real behavior
is not included in the complex one. In fact, we will find stable real regions where attracting periodic orbits appear in
the complex study, and vice versa.

The dynamical behavior associated to two rational operators (corresponding to a particular iterative method)
conjugated by an affine map is qualitatively the same if a Scaling Theorem is satisfied.

Theorem 1. Let fix) be an analytic function and let A(x)=ax+b with a # 0 be an affine map. Let g(x)=(fo A)(x).
Then, (Ao G, oA N, B)= Gq(x, B), that is, Gy and Gy are affine conjugated by A.

Proof. Let us consider firstly

22—/ —BfINf(AW)) + Bf (Tr(AX)))
JI(A(X)) ’
where Ty and Ny are the fixed-point operators of the first and second steps of (1), respectively.
As g(x)=(foA)(x), it is clear that g'(x) =af (A(x)), Ng(x) =x — (A(x) — N{A(x))/a) and also g(N,(x)) =fINAA(x))).
Then,

Gr(A(x), B) = Tr(A(x)) —

1 1
Te(x) =x— A (AG) {f(A(X)) + ’Bf(Nf(A(X)))]
and g(T,(x)) = ATH(A(x))).
Finally,

A(Gy(x, beta)) = aGg(x, B) + b

4 {Tg(x) 2 =(1/B) = Bg(Ng(x)) + ﬂg(Tg(X))} Tb
8/(x)

= Gs(A(x), B)

by simply substituting the previous calculations. [

The Scaling Theorem allows us to reduce the study of the dynamics of the iteration function Gy to the study of
specific families of iterations of simpler maps. For example, any real quadratic polynomial p(x) = c2x? + ¢1x + co with
c2 # 0 (we may assume that c; = 1) can be reduced to x> + ¢, by using an affine map. Then, we are going to analyze
the following polynomials that correspond to the three different cases: p_ (x) =x*> — 1 a particular case of two different
real roots, p.(x)=x2 + 1 (a case with two complex roots) and po(x) =x2, corresponding to multiple roots.
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