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Abstract

We investigate the amount of cooperation between agents in a population during reward collection that is required to minimize
the overall collection time. In our computer simulation agents have the option to broadcast the position of a reward to neighboring
agents with a normally distributed certainty. We modify the standard deviation of this certainty to investigate its optimum setting
for a varying number of agents and rewards. Results reveal that an optimum exists and that (a) the collection time and the numbe
of agents and (b) the collection time and the number of rewards, follow a power law relationship under optimum conditions. We
suggest that the standard deviation can be self-tuned via a feedback loop and list some examples from nature were we believe th
self-tuning to take place.
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1. Introduction

Multi-agent systems include any computational system whose design is fundamentally composed of a collection
of interacting parts. Agent based models are simulations based on the global consequences of local interactions c
members of a population. Agent based modelling systems are now widely used in many disciplines such as Human
and Atrtificial Societied6,8,14} Ecology and Biology{5,15], Economicg9,18,24] Traffic simulationg4,26] and
Environmental modelling7,12,20,21] We investigate the behavior of a collective systems of agents that are able to
communicate locally. The aim is to analyze how communication between agents can be optimized to fulfill a larger
common goal such as the minimization of time taken to search for and collect randomly distributed rewards. We
begin with a definition of the terminology we will be using in Sect®rvhich enables us to formulate a generic
description of the problem in Sectid Section4 then introduces the parameter values we investigate followed by
presentation of the results in Secti@®mhe discussion of the results contained in Sediimfollowed by Sectio? were
we suggest the existence of naturally occurring examples. Finally, we conclude by offering some closing remarks in
Section8.
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2. Definitions

We use the generic teragent for an artificial or biological entity playing a part in the behavior of a population. An
agent can be a gene or an animal such as an insect or human being, or an artificial entity such as a software-agen
router in a communications network, a central processor in a multi-CPU cluster or a mechanical robot, to just name
few examples. We also use the waigbulation as a generic term for a collection of agents in a defined environment.

A population can be represented by terms such as “genome”, “group”, “swarm”, “ant-colony”, “collective” or similar.
Agents will generally try to collectewards located atargets in a certain problem domain (context) which we will

call theirworld. Those rewards can consist of food or completed tasks. Total reward collection time is to be always
minimized and reverse-proportional to the fitness of the population. Using this terminology we will now attempt a
more general formulation of the problem under investigation.

3. Problem description

Located in al-dimensional world of sizd yorig, at each trial ar& targets with a total aR equally distributed rewards
so that each individual target consistsRyfK rewards. The size of the targetarges is chosen so that an arbitrary ratio
a = Aworld/ AtargetiS achieved. A population oV agents of zero extent (i.e. point-size agents) are uniform-randomly
placed into this world at each iteration (€fig. 1for configuration). If an agent happens to be placed in a target area,
the agent removas(carrying capacity) rewards at this iteration. The agent will remain at this position and continue to
removec rewards at subsequent iterations until all rewards at this target position have been taken. The agent(s) may |
joined by other agents that discover the target location at a later iteration. All agents participating in reward collectior
will again be participating in target location once the reward is exhausted. If all rewards are exhausted the number
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Fig. 1. Example configuration & = 5 targets (bars) containing a total®f= 100 rewards an®/ = 50 agents (triangles) ind= one-dimensional
world of sizeAword = 100. Targets are occupying 10% £ 0.1) of the world size.
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