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a b s t r a c t

We consider the problem of partitioning a graph into cliques of bounded cardinality. The
goal is to find a partition that minimizes the sum of clique costs where the cost of a clique
is given by a set function on the nodes. We present a general algorithmic solution based on
solving the problem variant without the cardinality constraint. We obtain constant factor
approximations depending on the solvability of this relaxation for a large class of submod-
ular cost functions which we call value-monotone submodular functions. For special graph
classes we give optimal algorithms.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

We consider the problem of partitioning a graph into cliques of bounded cardinality. Given is a simple graph G = (V , E),
a set function f : 2V

→ R+, and a bound B ∈ Z+. The task is to find a partition of G into cliques K1, . . . , Kℓ of cardinality at
most B. The cost of a clique Ki is given by the set function f (Ki) via an oracle. Our objective is to find a partition of minimum
total cost,

ℓ
i=1 f (Ki). We denote our problem as partition into cliques of bounded cardinality PCliq(G, f , B).

The problem PCliq(G, f , B) is a generalization of the classical graph partitioning problem and thus N P -hard [1]. For arbi-
trary graphs the problem is even N P -hard to approximate within a factor |V |

1−ε for all ε > 0 [2] since it contains vertex
coloring as a special case. Indeed, our problem can be formulated equivalently as finding a partition into independent sets
(coloring) of bounded cardinality and minimum total cost in G, the complement of G, where the cost of each independent
set (color class) is defined by some cost function f . In particular, PCliq(G, f , B) with B = ∞ and f (S) ≡ 1 is equivalent to
the classical vertex coloring problem in G. However, in the special case that the bound on the clique size B equals 2 then
PCliq(G, f , B) can be transformed into amatching problem inG and can be solved optimally in polynomial time. Since cliques
in a bipartite graph have size at most 2, the graph partitioning problem corresponds in this case to a matching problem.

Graph partitioning and coloring problems are among the fundamental problems in combinatorial optimization. Imposing
bounds on the size of the cliques or color classes is very natural in many applications. Such problems are often formulated
also in a scheduling context where compatibilities or conflicts between jobs are expressed in a graph, and the task is to
find a partition into cliques or independent sets of jobs that minimize the total cost with respect to some scheduling cost
function. The problems of partitioning or coloringwith a cardinality bound have beenmainly studied for two cost functions:
f (S) ≡ 1 and the max-function. The coloring problem with the objective to minimize the number of colors, i.e., f (S) ≡ 1, is
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known as mutual exclusion scheduling [3–6] or bounded vertex coloring [7], and when the cost function is the max-function
f (S) = maxv∈S w(v) for some weight function w: V → R+ then the coloring problem is also called bounded max-coloring
problem [8]. The complementary problem of partitioning a graph into cliques with a max-cost function has been studied
also asmax-batch scheduling with compatible jobs [9–12].

This body of previous work implies for our problem PCliq(G, f , B) that it is already for the simple cost function f (S) ≡

1N P -hard on cographs, co-bipartite and co-interval graphs [3], on comparability and co-comparability graphs even when
B is fixed (B ≥ 6) [6], and for the complements of line graphs also for any fixed B ≥ 3 [13]. However, there are polynomial-
time optimal algorithms for split graphs [3,14], interval graphs [3,9], as well as for the complements of forests [5] and of line
graphs [15].

The problem PCliq(G, f , B) with f being the max-function is strongly N P -hard even for B = ∞ for co-bipartite graphs
[16], co-interval graphs [17], split graphs [10,16], and interval graphs [12]. Interval graphs found particular interest in the
literature because of their wide applicability in practical applications, e.g., describing compatible processing intervals in
scheduling. For this graph class there is a polynomial-time approximation scheme (PTAS) for any fixed capacity bound B ≥ 3
[12]. A PTAS is also known for graphs that are complements of trees [8]; here the complexity status remains unsolved. And
for co-bipartite graphs there is a 17/11-approximation [8].

The relaxed variant of our problem PCliq(G, f , B) without bounds on the clique size, i.e., B = ∞, has been widely stud-
ied in different settings. Various complexity and approximability results are known for particular cost functions and graph
classes. Interestingly, many of these particular cost functions that appear in specific applications share the property of being
submodular. Examples for such special problems and submodular cost functions are the above-mentioned maximum func-
tion, the probabilistic cost function [18,19], partial q-coloring [20,21], (modified) chromatic entropy [22,23], andmore generally
non-decreasing weight-defined concave cost functions [24]. Definitions and details will be given in Section 2.

While most research focused on particular cost functions, recently more general set functions have been considered
in this context. Gijswijt, Jost, and Queyranne [25] introduce so-called value-polymatroidal set functions. They consider the
graph partitioning problem without capacity restrictions, PCliq(G, f , ∞), and derive a polynomial time algorithm for in-
terval graphs and circular arc graphs. Furthermore, Fukunaga, Halldórsson, and Nagamochi [24] assume a weight function
w: V → R+ and consider weight-definedmonotone concave cost functions. They provide a general algorithmic scheme that
yields a factor 4 approximation for clique partitioning without cardinality constraint, PCliq(G, f , ∞), in co-interval graphs,
comparability and co-comparability graphs, and a 6-approximation for perfect graphs. In fact, they obtain a robust result in
the sense that the solution they compute approximates all cost functions under consideration simultaneously.

Our results.We investigate the problem of partitioning a graph into cliques of bounded cardinality for a general class of cost
functions. We consider value-monotone submodular functions. This subclass of submodular functions is only slightly more
restricted than the class of value-polymatroidal functions introduced by Gijswijt et al. [25] in a similar context, and contains
well-known cost functions for coloring or partitioning problems such as the max-function, probabilistic function, partial
q-coloring, (modified) chromatic entropy, and more generally non-decreasing weight-defined concave cost functions.

We provide a very simple but general approximation algorithm for solving the graph partitioning problem for general
graphs based on a solution to the relaxed problem without cardinality constraints on the cliques. We show that adding the
bound on the cardinality does not diminish the solution quality too much. More precisely, if there is an α-approximate so-
lution for the unbounded problem, then a Greedy algorithm turns this solution into an (α + 1)-approximate solution that
obeys the cardinality constraint. This general result implies several new or improved results for special graph classes. In par-
ticular, we obtain a 2-approximation for interval graphs and circular arc graphs for arbitrary value-monotone submodular
cost functions. For special cost functions we obtain improved results such as, e.g., an (e + 1)-approximation for the general
class of perfect graphs when f is the max-function. More generally, we obtain a 5-approximation for co-interval, compara-
bility, and co-comparability graphs, and a 7-approximation for perfect graphs when f is a non-decreasing weight-defined
concave function.

As a subproblem,we investigate the problem variant of partitioning a complete graph into cliques of bounded cardinality.
We show that this seemingly simple problem is N P -hard for polymatroid rank functions, a subclass of submodular
functions. However, we also show that restricting to value-monotone cost functions allows a Greedy algorithm to solve
the problem optimally in polynomial time.

Finally, we consider the partitioning problem on proper interval graphs. This graph class plays an important role inmany
applications, e.g., as compatibility graphs in the above mentioned max-batch scheduling problem [9]. We derive a dynamic
programming algorithm that solves the problem optimally in running time that is exponential in the number w of different
node types with respect to the cost function f . Thus, this algorithm computes an optimal solution in polynomial time if w is
bounded by a constant. Moreover, using a recently shown technique to reduce the number w at the cost of a small increase
in the objective function when f is themax-function [12], the algorithm leads in this case to a PTAS. Thus, we give a PTAS for
max-batch schedulingwith compatibilities that form a proper interval graph. This contrasts the previously known PTAS [12]
which has polynomial running time only when the capacity bound B is constant. Note, however, that this result was actually
derived for general interval graphs.

Outline. In Section 2 we define value-monotone submodular set functions, give examples, and discuss important prop-
erties. In Section 3 we investigate the clique partitioning problem on complete graphs. We prove optimality of a Greedy
algorithm and show that the complexity status changes when allowing submodular cost functions that do not satisfy the
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