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Iterative patching and the asymmetric traveling salesman problem
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Abstract

Although Branch-and-Bound (BnB) methods are among the most widely used techniques for solving hard problems, it is
still a challenge to make these methods smarter. In this paper, we investigate iterative patching, a technique in which a fixed
patching procedure is applied at each node of the BnB search tree for the Asymmetric Traveling Salesman Problem. Computational
experiments show that iterative patching results in general in search trees that are smaller than the classical BnB trees, and that
solution times are lower for usual random and sparse instances. Furthermore, it turns out that, on average, iterative patching with
the Contract-or-Patch procedure of Glover, Gutin, Yeo and Zverovich (2001) and the Karp–Steele procedure are the fastest, and
that ‘iterative’ Modified Karp–Steele patching generates the smallest search trees.
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1. Introduction

The Asymmetric Traveling Salesman Problem (ATSP) is usually solved exactly by means of Branch-and-Bound
(BnB) algorithms and Branch-and-Cut (BnC) algorithms; see [8]. In BnB type algorithms, an Assignment Problem
(AP) is solved at every node of this tree, and the value of the optimal AP solution serves as a lower bound of the ATSP
solution. A part of the search tree can be discarded when its lower bound exceeds an upper bound. This upper bound
is usually the value of a shortest complete tour found so far. A class of heuristics applied to construct such a tour is
patching. The question is: at which nodes of the search tree should such a tour be constructed? Patching at a node may
reduce the search tree and the solution time, but if the reduction is too small, the overall solution time is increased due
to the time invested in patching.

In the literature, the most effective BnB methods do not patch at each node; see for example, [13,3]. These methods
use a best first search strategy, i.e., the subproblem with the smallest lower bound is solved first. According to these
studies, patching at every node is too time-consuming.

In this paper, we consider a BnB algorithm that applies depth first search, which means that the most recently
generated subproblem is solved first. This strategy requires algorithms to use much less computer memory than do
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Fig. 1. ATSP instance.

Fig. 2. Minimum cycle cover.

best first strategies. Hence, it is useful for solving large problems. We apply iterative patching, in which a fixed
patching procedure is applied at every node of the BnB depth first search tree. Four iterative patching procedures are
considered in our computational experiments. These procedures are described in [5].

Given a set of locations and the distance between any pair of locations, the ATSP is the problem of finding a shortest
Hamiltonian tour; i.e., a shortest round trip visiting each location exactly once. Fig. 1 is an example of an underlying
graph that defines an instance of an ATSP. The nodes of the graph represent locations, and the arcs the connections
between the locations. A number next to an arrowhead denotes the cost of traveling along that arc.

General instances of the ATSP are often solved to optimality by means of enumeration algorithms, in which a
fraction of all feasible solutions are checked. BnB methods explore the solution space by using a search tree. We
discuss BnB algorithms that solve an Assignment Problem (AP) at each node of the corresponding search tree. After
solving the AP a minimum cycle cover F is obtained, say, consisting of k cycles (k ≥ 1). In the example of Fig. 2,
three cycles are generated. If k > 1, the subcycles in F can be patched into a complete tour. BnB algorithms use the
value of a patching solution as an upper bound by which nodes of the search tree are fathomed.

A patching operation is the simultaneous deletion of two arcs from a cycle cover and the insertion of two other
arcs, such that the number of cycles is reduced by one. In our example, two patching operations are needed for
the generation of a complete tour (see Fig. 3), namely first arcs (2,4), (5,6) are deleted and (2,6) and (5,4) are
inserted, and then we delete (12,9) and (2,6) and insert (2,9) and (12,6). The resulting tour is generally feasible but not
optimal.
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