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a b s t r a c t

In the majority of works on online scheduling on multipurpose machines the objective is
to minimize the makespan. We, in contrast, consider the objective of minimizing the total
completion time. For this purpose, we analyze an online-list scheduling problem of n jobs
with unit processing times on a set of two machines working in parallel. Each job belongs
to one of two sets of job types. Jobs belonging to the first set can be processed on either
of the two machines while jobs belonging to the second set can only be processed on the
second machine. We present an online algorithm with a competitive ratio of ρLB + O( 1

n ),
where ρLB is a lower bound on the competitive ratio of any online algorithm and is equal to
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≈ 1.918.

This result implies that our online algorithm is asymptotically optimal.
© 2012 Elsevier B.V. All rights reserved.

1. Introduction

We study an online scheduling problem with unit processing times on a set of two multipurpose machines where
the objective is to minimize the total completion time. Our problem can be formally stated as follows. A set of n jobs
J = {J1, J2, . . . , Jn} is available at time zero to be processed nonpreemptively on a set of two machines M = {M1,M2}

working in parallel. The jobs are categorized into two job types according to the set of machines that can process each job.
Let Ml be the set of machines that can process jobs of type l for l = 1, 2. We consider the case where M1 = {M1,M2}

and M2 = {M2}. Since machine M2 can process both job types, it is referred to as a flexible machine, while machine M1 is
referred to as a non-flexible machine. All jobs have the same processing time and, without loss of generality, we assume
that processing times are restricted to unity; that is pj = 1 for j = 1, 2, . . . , n where pj is the processing time of job Jj. We
aim to assign the jobs to the machines such that the total completion time, z =

n
j=1 Cj, will be minimized, where Cj is the

completion time of job Jj for j = 1, 2, . . . , n.
Given an assignment of jobs to machines, let xi be the number of jobs that have been assigned to machineMi for i = 1, 2.

Since all jobs have unit processing time, the completion time of the jth job to be processed on some machine Mi is exactly
at time j for j = 1, . . . , xi. Thus, the total completion time is given by

z =

2
i=1

xi
j=1

j =
x1(x1 + 1)

2
+
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2

. (1)
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We assume that the online version of our problem follows the online-list paradigm, where the jobs are ordered in a list
and are presented to the scheduler one by one. As soon as a job is presented to the scheduler he knows its type. Then, he has
to assign the jobs according to an online algorithm where each job has to be irreversibly assigned to some machine before
the next job is presented. It is commonly assumed in online scheduling that, in addition to the uncertainty about the job
parameters, the scheduler does not know the number of jobs in the list.

In this paper we develop an online algorithm forminimizing the total completion time. In order to evaluate the quality of
our online algorithm, the competitive analysis evaluation technique presented by Sleator and Tarjan [1] is used. Competitive
analysis is a type of worst-case analysis in which the performance of an online algorithm is compared to that of an optimal
offline algorithm. In offline scheduling the scheduler has access to the entire instance of the problem prior to making any
scheduling decision. Thus, in our case the scheduler knows in advance both the number of jobs in the list and the type of
each job. Therefore, he can apply an offline algorithmwhich takes all the data about the jobs into considerationwhenmaking
any scheduling decision.

The competitive analysis evaluation technique can be described as follows. Let z be a criterion (objective function) that
has to be minimized. For an online Algorithm A, let zA(I) denote the objective value produced by Algorithm A, for instance
I ∈I , where I is the set of all possible instances. Further, let OPT be an optimal offline algorithm, and let zOPT(I) be the
corresponding minimum objective value for instance I. We say that Algorithm A is ρ-competitive if the condition that
zA(I) ≤ ρzOPT(I) holds for any input instance I ∈I . Moreover, the competitive ratio of Algorithm A denoted by ρA is the
infimum of ρ such that A is ρ-competitive. According to Sleator and Tarjan, an online scheduling problem has a lower
bound ρLB if no online algorithm has a competitive ratio smaller than ρLB. Moreover, an online algorithm is called optimal if
its competitive ratio matches the lower bound of the problem.

Different variants of the online-list scheduling problem on a set of multipurpose machines have been discussed in the
literature (e.g., [2–10]), all of which consider the objective of minimizing the makespan. To the best of our knowledge, our
paper is the first to consider the total completion time criterion in the context of online-list scheduling on multipurpose
machines. Although our analysis is restricted to two machines with unit processing times, we believe that in future studies
these results can be generalized.

The rest of the paper is organized as follows. In Section 2 we determine the optimal assignment of jobs to machines in

an offline system. Moreover, we show that the problem has a lower bound of ρLB = 1 +
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≈ 1.918. This implies that no online algorithm has a competitive ratio smaller

than ρLB ≈ 1.1573. In Section 3 we present an online algorithm with a competitive ratio of ρ = ρLB + O
 1
n


. This result

implies that our online algorithm is asymptotically optimal. A summary section concludes our paper.

2. A lower bound on the competitive ratio

The following lemma provides the minimal total completion time value and the optimal job assignment strategy for the
offline version of our problem.

Lemma 1. Given an instance I ∈I , the optimal job assignment to machines x∗
= (x∗
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∗
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and the minimum value of the total completion time is
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where for instance I, nl represents the number of jobs of type l for l = 1, 2 in the set of n jobs.

Proof. The offline problem can be solved by minimizing Eq. (1) subject to x2 ≥ n2 and x1 + x2 = n, where xi is restricted to
be a non-negative integer for i = 1, 2. Since x1 + x2 = n, we can rewrite Eq. (1) as
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x1(x1 + 1)

2
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2
. (4)

The lemma now follows from the fact that z(x1) is a convex function whose minimum is at the point where either x1 =
 n

2


or x1 =
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