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a b s t r a c t

For an integer t and a fixed graph H , we consider the problem of finding a maximum
t-matching not containing H as a subgraph, which we call the H-free t-matching problem.
This problem is a generalization of the problem of finding a maximum 2-matching with no
short cycles, which has beenwell-studied as a natural relaxation of the Hamiltonian circuit
problem.WhenH is a complete graphKt+1 or a complete bipartite graphKt,t , in 2010, Bérczi
and Végh gave a polynomial-time algorithm for the H-free t-matching problem in simple
graphs with maximum degree at most t + 1. A main contribution of this paper is to extend
this result to the case when H is a t-regular complete partite graph. We also show that the
problem isNP-completewhenH is a connected t-regular graph that is not complete partite.
Since it is known that, for a connected t-regular graphH , the degree sequences of allH-free
t-matchings in a graph form a jump system if and only if H is a complete partite graph,
our results show that the polynomial-time solvability of the H-free t-matching problem is
consistent with this condition.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

For an undirected graph G = (V , E) and an upper bound b : V → Z+, an edge set M ⊆ E is called a simple b-matching
if the number of edges in M incident to v is at most b(v) for each vertex v ∈ V . (We call such an edge subset just as a
b-matching for remaining of the paper.) For a positive integer t , a b-matching with b(v) = t for every vertex v ∈ V is called
a t-matching. In this paper, we deal with the problem of finding a maximum t-matching with some conditions in a given
undirected graph.

When t = 2, the problem of finding amaximum2-matchingwithout short cycles has been studied as a natural relaxation
of the Hamiltonian circuit problem. We say that a 2-matching is C≤k-free if it contains no cycle of length k or less. The
C≤k-free 2-matching problem is to find a maximum C≤k-free 2-matching. The case k ≤ 2 is exactly the classical simple
2-matching problem, which can be solved in polynomial time. Papadimitriou showed that the problem is NP-hard when
k ≥ 5 (see [1]). Hartvigsen provided an augmenting path algorithm for the C≤3-free 2-matching problem in his Ph.D.
Thesis [2]. The computational complexity of the C4-free 2-matching problem is still open, and several results are known in
some graph classes. For the C≤4-free 2-matching problem in bipartite graphs, a min–max formula [3] and polynomial-time
algorithms [4,5] are proposed. If each vertex of the input graph has degree at most three, a polynomial-time algorithm for
finding a maximum 2-matching without cycles of length four and one for the C≤4-free 2-matching problem are given in [6]
and [7], respectively. Note that 2-matchings containing no cycle of length four are closely related to the vertex-connectivity
augmentation problem (see [6,8]).
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The weighted versions of those problems are to find a C≤k-free 2-matching that maximizes the total weight of its edges
for a givenweighted graph. This problem is NP-completewhen k ≥ 4 (see [6,9]), and it is left openwhen k = 3. Theweighted
C≤4-free 2-matching problem in bipartite graphs is polynomially solvable if the weight function satisfies a certain condition
called ‘‘vertex-induced on every square’’ [10,11], and the weighted C≤3-free 2-matching problem in graphs with maximum
degree at most three can also be solved in polynomial time [12,13].

The concept of C≤k-free 2-matchings can be extended to t-matchings in the following ways. The problem of finding a
maximum t-matching not containing a Kt,t as a subgraph, called the Kt,t-free t-matching problem, was first considered by
Frank [9]. When t = 2 and an input graph is simple and bipartite, this problem is exactly the C≤4-free 2-matching problem.
Similarly, the notion of Kt+1-free t-matchings, which are t-matchings not containing a Kt+1 as a subgraph, is a generalization
of that of C≤3-free 2-matchings. For the Kt,t-free t-matching problem in bipartite graphs, a min–max formula is given by
Frank [9] and a combinatorial algorithm by Pap [14,5]. Bérczi and Végh [7] considered a common generalization of the
Kt,t-free t-matching problem and the Kt+1-free t-matching problem, where the forbidden subgraph list can include both
Kt,t ’s and Kt+1’s. They gave a min–max formula and a combinatorial algorithm for this problem in graphs with maximum
degree at most t + 1.

As a further generalization of these problems, for a fixed graph H , we consider the problem of finding a maximum
t-matching not containing H as a subgraph, which we call the H-free t-matching problem. Motivated by the result of Bérczi
and Végh [7], in this paper, we focus on the case when H is a connected t-regular graph and the input graph has maximum
degree at most t + 1. Note that a graph is said to be t-regular if the degree of every vertex is t . Our main results are the
following theorems, which draw a line between polynomially solvable cases and NP-hard cases.

Theorem 1. Let t be a positive integer and H be a connected t-regular graph. If H is a complete partite graph, then the H-free
t-matching problem in simple graphs with maximum degree at most t + 1 can be solved in polynomial time.

Theorem 2. Let t be a positive integer and H be a connected t-regular graph. If H is not a complete partite graph, then the H-free
t-matching problem is NP-hard even if the input graph is simple and has maximum degree at most t + 1.

Here, a graph H = (V , E) is said to be a complete partite graph if there exists a partition {V1, . . . , Vp} of V such that
E = {uv | u ∈ Vi, v ∈ Vj, i ≠ j} for some positive integer p. In other words, a complete partite graph is the complement of
the disjoint union of the complete graphs. Since a Kt+1 and a Kt,t are t-regular complete partite graphs, Theorem 1 implies
the polynomial-time solvability of the cases when H = Kt+1 and H = Kt,t .

We note that these theorems are also motivated by a relationship to jump systems. Jump systems are understood
as a framework of efficiently solvable problems, and several relationships between jump systems and combinatorial
optimization problems have been revealed [6,15]. Recently, it was shown in [16] that, for a connected t-regular graphH , the
degree sequences of all H-free t-matchings in a graph form a jump system if and only if H is a complete partite graph. Thus,
it is natural to consider theH-free t-matching problem for a complete partite graphH . Themain results in the present paper,
Theorems 1 and 2, show that the polynomial-time solvability of the H-free t-matching problem is consistent with this class
of graphs H . It should be mentioned here that [16] is the first paper focusing on the class of complete partite graphs in the
context of the H-free t-matching problem.

This paper is organized as follows. Before we move onto the proof of our main results, the preliminary for this paper is
presented in Section 2. In Section 3, we show a slight generalization of Theorem 1, and give a polynomial-time algorithm
for it. To show the correctness of our proof, we need a key theorem (Theorem 5), whose proof is given in Section 4. A proof
for Theorem 2 is given in Section 5.

2. Preliminaries

Let G = (V , E) be an undirected graph (or simply a graph) with vertex set V and edge set E, and n and m denote the
number of vertices and the number of edges, respectively. For a vertex v ∈ V , the set of vertices adjacent to v is denoted by
N(v). The degree of a vertex v ∈ V in G, denoted by dG(v), is the number of edges incident with v. For a vertex v ∈ V and an
edge set F ⊆ E, dF (v) is the number of edges in F incident with v. Note that if a self-loop e is incident with v, e is counted
twice. Recall that, for a vector b : V → Z+, an edge setM ⊆ E is said to be a b-matching if dM(v) ≤ b(v) for every v ∈ V . In
particular, for a positive integer t , a b-matching with b(v) = t for every vertex v ∈ V is called a t-matching. Note that these
are often called a simple b-matching and a simple t-matching in the literature. For a subgraph H of G, the vertex set and edge
set of H are denoted by V (H) and E(H), respectively.

For a positive integer p, we say that a graphH = (V , E) is a complete p-partite graph if there exists a partition {V1, . . . , Vp}

of V , where Vi ≠ ∅ for each i, such that E = {uv | u ∈ Vi, v ∈ Vj, i ≠ j}. Each Vi in this partition is called a color class. A graph
is complete partite if it is a complete p-partite graph for some p. A graph is t-regular if the degree of every vertex is t . One
can easily observe that, for positive integers t and p, a t-regular complete p-partite graph exists if and only if q := t/(p− 1)
is an integer, and such a graph contains q vertices in each color class. For example, a t-regular complete 2-partite graph is a
complete bipartite graph Kt,t , and a t-regular complete (t + 1)-partite graph is a complete graph Kt+1.

For a setK of subgraphs ofG = (V , E), an edge set F ⊆ E is said to beK-free if the graphGF = (V , F) contains nomember
of K as a subgraph. If K consists of all subgraphs of G that are isomorphic to H for some graph H , then a K-free edge set is
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