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1. Introduction

Let X denote the vector space R™*"2 of all n; x n, real matrices
or the vector space H" of all n x n Hermitian matrices, both
endowed with the trace inner product (-, -) and its induced norm
|| - |lr. Given a positive integer « and a suitable continuous loss
function f : X — R, we are concerned with the following rank
constrained optimization problem

min{f (X) | rank(X) < «, X € 22}, (1)
XeX

where §2 is a convex compact subset of X. Such a problem has
many applications in a host of fields including statistics, signal and
image processing, system identification and control, collaborative
filtering, quantum tomography, finance, and so on (see, e.g.,
[4,6,16,20,22,28]). In the sequel, we denote by F the feasible set
of (1) and assume that & # ¢, which implies that the solution set
of (1), denoted by F*, is nonempty.

A common way to deal with the NP-hard problem (1) is to
adopt convex relaxation technique, which yields a desirable local
optimal even feasible solution by solving a single or a sequence of
tractable convex optimization problems. The popular nuclear norm
convex relaxation method proposed in [4] belongs to the single-
stage convex relaxation class, which received active research in
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the past several years from many fields such as optimization,
statistics, information, computer science, and so on (see, e.g.,
[2,7,10,20,24]). However, when the set §2 is characterizing some
structure conflicted with low rank, such as the correlation or
density matrix structure, the nuclear norm relaxation method
will fail in yielding a low rank solution. In view of this, many
researchers recently develop effective solution methods based on
the sequential convex relaxation models arising from the penalty
problems [6,11], the nonconvex surrogate problems [5,9,17,18],
and the rank constrained optimization problem itself [15,23,25].
We notice that to measure the distance from any given point to
the feasible set or the solution set plays a key role in the analysis
of these methods. Motivated by this, we in this work take the first
step towards the study on Lipschitzian type error bounds for (1).
In this paper, we show that the calmness of a multifunction as-
sociated to the feasible set # at the origin is a sufficient and nec-
essary condition for the local Lipschitzian error bounds to estimate
the distance from any X € £2 to %, which is specially satisfied by
three classes of common rank constrained optimization problems
(1) where 2 is a ball set, a density matrix set or a correlation ma-
trix set, and under this condition derive the global error bound for
estimating the distance from any X € X to #. In addition, under
an additional mild assumption for the objective function f, we also
establish the local (global) Lipschitzian error bounds for estimat-
ing the distance from any X € £ (X € X) to the solution set *.
To the best of our knowledge, this paper is the first one to study
the Lipschitzian type error bounds for low-rank optimization prob-
lems, though there are many works on error bounds for the system
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of linear inequalities and (nondifferentiable) convex inequalities
(see, e.g., [12-14,19,27] and references therein). To illustrate the
potential applications of the derived error bounds, we show that
the penalty problem

n
min {£ 00 + o)} )
Xee d g i;1
is exact in the sense that its global optimal solution set coincides
with that of (1) when the penalty parameter p is over a certain
threshold. This does not only affirmatively answer the open ques-
tion proposed in [6] about whether the penalty problem (32) there
is exact or not for the rank constrained correlation matrix prob-
lem, but also provides a platform for designing convex relaxation
algorithms for (1).

To close this section, we introduce some notations used in
this paper. We use H} to denote the cone of Hermitian positive
semidefinite matrices. For any X € H", we assume that X has the
eigenvalue decomposition as X = ZL] )\,-(X)uiu,?r where A1(X) >

- > An(X) and all u; are complex orthonormal column vectors.
For any X € R™*™, we assume that X has the singular value
decomposition (SVD) as X = Y !, oi(X)u;v], where o1(X) >

- > 0,(X) withn = min(nq, ny), and all u; € R™ and v; € R™
are orthonormal column vectors. We denote by || X||, the nuclear
norm of X € X. For a closed subset § C X, IT4(X) means the
projection of X onto the set 4.

2. Lipschitzian type error bounds

Let Y and Z be two finite dimensional vector spaces equipped
with the inner product (-, -} and its induced norm || - ||. Recall that
a multifunction 7 : Y = Zis calm aty forz € 7' (y) if there exist
a constant « > 0 and neighborhoods U of y and V of Z such that

TONVCTYF) +aly—yIB, forally e U,

where By denotes a closed unit ball of the space Z centered at the
origin. By [3, Exercise 3H.4], we know that there is no need at all
to mention a neighborhood U of y in the description of calmness,
i.e., the following equivalent description holds.

Lemma 2.1. For a multifunction T : Y = Z, the calmness of T aty
for z € T (y) is equivalent to the existence of a constant « > 0 and a
neighborhood 'V of Z such that

TWHNVETY) +aly—ylBz foraly e,

or the existence of a constant a > 0 and a neighborhood 'V of z such
that

dist(z, Y () < adist(y, ¥ '(z)) forallz e V.

Let I' : R = X be a multifunction associated to the feasible set of
problem (1) defined by

n
Mwy={Xe| Y oX)=w} forweR. (3)
i=xk+1
In this section, we study the Lipschitzian error bounds for

estimating the distance to the feasible set ¥ and the solution set
F*, respectively, under the calmness of I" at 0.

2.1. Error bounds for the feasible set ¥

First of all, we show that the distance from any Z € £ to
the feasible set & can be bounded above by Z?:KH 0;(2) iff the
multifunction I" is calm at O for each X € I"(0).

Theorem 2.1. The multifunction I" defined by (3) is calm at O for
each X € I'(0) if and only if there exists a constant ¢ > 0 such that

dist(z, '(0)) < cdist(0, I'"'@) =c¢ Y 0i(2)
i=xk+1

forallZ € £2. (4)

Proof. “—". By the calmness of I" at O for each X € I'(0) =
£2 N R and Lemma 2.1, it follows that for each X € £2 N R, there
exist constants «(X) > 0 and €(X) > 0 such that

dist(Y, I'(0)) < a(X)dist(0, I'"'(Y)) VY € BX,eX)), (5)

where B(X, €(X)) is a closed ball of radius €(X) centered at
X. Notice that the compact set £2 N R is covered by the set
Usxeens (X + Xpe), where B denotes the open unit ball around
the origin in X. By the Heine-Borel theorem, there exist a finite
number of points X', X%, ..., X™ € 2 N Rsuchthat 2 N R C

UM, (7 + <X0Bg). Write

= min{e(X"), ..., e(X™} and
= max{a(X"), ..., a(X™).

QI Ml

Let Z be an arbitrary point from £2. We proceed the arguments by
two cases as below.

Case 1: dist(Z, 2 N R) < €/2.Since the set £2 N R is closed, there
must existZ € 2 N R suchthat |Z—Z||f < €/2.SinceZ € 2NKR,
there exists a k € {1,2, ..., m} such that |Z — X¥||; < e(X¥)/2.
Consequently, |Z — X¥|lp < |1Z — Zlr + I1Z — X*[lr < e(X").
Together with (5), dist(Z, I"(0)) < a dist(0, I"~'(Z)). This shows
that (4) holds with ¢ = @.

Case 2: dist(Z, 2N R) > €/2. Now there must existann > 0 such
that Y i ., 0i(Y) = nforallY € £ withdist(Y, 2NR) > €/2.1f
not, one may select a sequence {Z*} C £ with dist(Z¥, 2 N R) >
€/2suchthatd"} . 0i(Z") < n*forallk, where {1"}isasequence
of positive numbers with limy_, 4 n* = 0. Since £2 is compact, we
without loss of generality assume that {Z¥} converges to Z* € £2.
Then, from the locally Lipschitz continuity of o;(+), it follows that
Z?:KH 0;(Z*) < 0,and thenZ* € £2 N R.On the other hand, from
dist(Z*, 2 N R) > €/2 for all k, we have dist(Z*, 2 N R) > €/2.
Thus, we obtain a contradiction, and the above statement holds.
Since £2 is bounded, it follows that dist(-, 2 N R) is bounded
above on §2, say, by some M > 0. Thus, for all Z € £ with
dist(Z, 2 N R) > €/2, one has that dist(Z, 2 N R) < M <
M/n) i 11 0i(Z). By taking ¢ = M/n, the desired inequality
(4) then follows.

“4=. Let X be an arbitrary point from 7"(0) and € € (0, 1) be an
arbitrary constant. By Lemma 2.1, we only need to argue that there
must exist a constant ¢’ > 0 such that

dist(Z, I"'(0)) < ¢’ dist(0, I'"'(2)) VZ € B(X, ¢). (6)

Indeed, for any Z € B(X, €),ifZ ¢ 2, then I'~1(Z) = ¢ by noting
that dom I"'~! C £, and inequality (6) holds for any ¢’ > 0; if
Z € £2, then by taking ¢’ = c, inequality (6) follows directly from
(4). Until now, the proof is completed. O

We next illustrate that the sufficient and necessary condition in
Theorem 2.1 is especially satisfied by three classes of common rank
constrained optimization problems.

(1) Rank constrained optimization problems over a ball. The
feasible set of this class of rank constrained optimization problems
takes the following form

F = {X € R"™ | rank(X) < k. IXI| < v}, (7)
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