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a b s t r a c t

In this paper we study two-person nonzero-sum constrained stochastic games under the average payoff
criteria. The state space is denumerable and the action spaces of the players are Borel spaces. Under the
suitable conditions, we prove the existence of a constrained stationary Nash equilibrium via the vanishing
discount approach. Furthermore, we use an example to illustrate our conditions.
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1. Introduction

Since stochastic gameswere introduced by Shapley in [16], they
have found wide applications to many areas such as economics,
computer network, communicationnetwork, queueing systemand
evolutionary biology; see, for instance, [15,5,12,13,1,17] and the
references therein. As we can see from the existing literature, the
discounted payoff and average payoff criteria are commonly used
and widely studied for the nonzero-sum stochastic games, and
most of the literature concernswith the unconstrained cases. How-
ever, from the viewpoint of applications, nonzero-sum constrained
stochastic games form an important class of stochastic control
problems; see, for instance, [1,2,18]. More precisely, [1] deals with
the case of finite states and finite actions under the discounted
payoff and average payoff criteria, and [2,18] discuss the case of
a denumerable state space and Borel action spaces under the dis-
counted payoff criteria. As can be seen in [2,18], the generaliza-
tion of the state space from a finite set to a denumerable set is not
trivial for nonzero-sum constrained stochastic games. Moreover,
to the best of our knowledge, there is no literature dealing with
the case of a denumerable state space for nonzero-sumconstrained
stochastic games under the average payoff criteria.

In this paper we study the nonzero-sum constrained stochastic
games with the average payoff criteria. The state space is denu-
merable and the action spaces of the players are Borel spaces. The
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reward and cost functions of the players are bounded. As we know,
a fundamental problem for the nonzero-sum stochastic games
with the average payoff criteria is to find optimality conditions for
the existence of Nash equilibria. For the unconstrained case, for ex-
ample, [17] dealswith the case of finite states and finite actions and
uses a technique of reducing the existence problem to a class of re-
cursive games. [15] discusses the case of denumerable states, finite
actions and nonnegative costs, and employs the vanishing discount
approach to obtain the existence of a stationary Nash equilibrium
under some conditions imposed on the relative difference of the
discount optimal value functions. [6] establishes the existence re-
sult for the case of an uncountable state space, compact action
spaces and bounded rewards under the ergodicity condition and
certain separability conditions. For the constrained case, [1] uses
the fixed point approach to show the existence of a constrained
stationary Nash equilibrium under the unichain and Slater condi-
tions. It should be noted that the assumption of a finite state space
in [1] cannot be dropped. Therefore, the technique in [1] is not ap-
plicable to the case of a denumerable state space. We employ the
vanishing discount approach, which is completely different from
that in [1], to investigate the existence of constrained Nash equi-
libria for the average payoff criteria. First, we introduce the aux-
iliary nonzero-sum constrained stochastic game model with the
discounted payoff criteria. Then under the usual continuity and
compactness conditions, the uniform geometrical ergodicity con-
dition and the Slater-like condition, we prove the existence of a
constrained stationary Nash equilibrium for the average payoff cri-
teria (see Theorem 4.1). This theorem generalizes the existence
result in [1]. It should be mentioned that for ease of arguments,
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we only consider the two-person nonzero-sum games, but the ex-
istence result for N-person nonzero-sum games can be obtained
by the same approachwith obvious notational changes. Finally, we
present an example to illustrate our conditions (see Example 5.1).

The rest of this paper is organized as follows. In Section 2, we
introduce the nonzero-sum constrained stochastic game model.
In Section 3, we give optimality conditions for the existence of
constrained Nash equilibria and some preliminary lemmas. In
Section 4, we state and prove our main result. In Section 5, we
illustrate our conditions with an example.

2. The game model

In this paper we consider the two-person nonzero-sum con-
strained stochastic game model

G :=


X,


Am, {Am(i) ⊆ Am, i ∈ X},

rm(i, a1, a2), cm(i, a1, a2), θm

m=1,2,Q (j|i, a1, a2)


,

for which

(i) X , the so-called state space, is assumed to be a denumerable
set.

(ii) For each m = 1, 2, Am is the action space of player m, and
is assumed to be a Borel space with Borel σ -algebra B(Am).
For each i ∈ X, Am(i) ∈ B(Am) denotes the nonempty set
of admissible actions for player m in the state i ∈ X . Define
Km := {(i, am) : i ∈ X, am ∈ Am(i)} and K := {(i, a1, a2) : i ∈

X, a1 ∈ A1(i), a2 ∈ A2(i)}.
(iii) For each m = 1, 2, the functions rm and cm on K denote the

payoffs, while the real number θm denotes the constraint for
player m. Moreover, for each fixed i ∈ X, rm(i, ·) and cm(i, ·)
are real-valued Borel-measurable on A1(i) × A2(i).

(iv) The transition function Q (j|i, a1, a2) denotes the probability
of moving from state i to j when the actions a1 ∈ A1(i) and
a2 ∈ A2(i) are chosen by the players 1 and 2, respectively.
Moreover, for each fixed i, j ∈ X,Q (j|i, a1, a2) is measurable
in (a1, a2) ∈ A1(i) × A2(i).

Let Ht be the set of admissible histories of the stochastic game
up to time t , endowedwith the standard Borelσ -algebra, i.e.,H0 :=

X and Ht := K t
× X for all t = 1, 2, . . .. For each m = 1, 2, Φm

denotes the set of all stochastic kernels ϕm on Am given X satisfying
ϕm(Am(i)|i) = 1 for all i ∈ X .

Below we introduce the concept of a strategy.

Definition 2.1. A randomized history-dependent strategy for player
m is a sequence πm

:= {πm
t , t = 0, 1, . . .} of stochastic ker-

nels πm
t on Am given Ht satisfying πm

t (Am(it)|ht) = 1 for all ht =

(i0, a10, a
2
0, i1, a

1
1, a

2
1, . . . , it) ∈ Ht and t = 0, 1, . . .. A strategy πm

for playerm is said to be stationary if there exists a stochastic ker-
nel ϕm

∈ Φm such that πm
t (·|ht) = ϕm(·|it) for all ht ∈ Ht and

t = 0, 1, . . . .

For eachm = 1, 2, we denote byΠm the class of all randomized
history-dependent strategies, and by Φm the class of all stationary
strategies for playerm. Π := Π1

× Π2 and Φ := Φ1
× Φ2 denote

the set of all randomized history-dependent multi-strategies and
the set of all stationary multi-strategies, respectively.

Let Ω := (X × A1 × A2)
∞ and F be the corresponding

product σ -algebra. Then for an arbitrarymulti-strategyπ ∈ Π and
any initial distribution ν on X , employing the Tulcea theorem in
[8, p.178], we obtain the existence of a unique probability measure
Pπ

ν on (Ω, F ) and a stochastic process {(it , a1t , a
2
t ), t = 0, 1, . . .},

where it , a1t and a2t denote the state and the actions chosen by
players 1 and 2 at the time t , respectively. The expectation operator

with respect to Pπ
ν is denoted by Eπ

ν . If ν is the Dirac measure
concentrated at the initial state i0 = i, we write Pπ

ν and Eπ
ν as Pπ

i
and Eπ

i , respectively.
Fix any initial distribution ν on X throughout this paper. For

each π1
∈ Π1 and π2

∈ Π2, we define the expected average
reward and expected average cost for playerm (m = 1, 2) as

Jrm(ν, π1, π2) := lim inf
n→∞

1
n
Eπ1,π2

ν


n−1
t=0

rm(it , a1t , a
2
t )


and

Jcm(ν, π1, π2) := lim sup
n→∞

1
n
Eπ1,π2

ν


n−1
t=0

cm(it , a1t , a
2
t )


,

respectively. Fix any multi-strategy of the players π = (π1, π2) ∈

Π . For each m = 1, 2 and any strategy πm
∈ Πm of player m, we

denote by [π−m,πm
] the multi-strategy obtained from π by re-

placing πm with πm. For each m = 1, 2, a strategy πm
∈ Πm is

said to be feasible for playerm against π if Jcm(ν, [π−m, πm
]) ≤ θm.

The set of all feasible strategies for player m against π is denoted
by∆m(π). Amulti-strategyπ = (π1, π2) ∈ Π is said to be feasible
for the constrained gamemodelG ifπm

∈ ∆m(π) form = 1, 2. The
set of all feasible multi-strategies for the gamemodel G is denoted
by ∆.

Definition 2.2. A multi-strategy π∗
= (π∗1, π∗2) ∈ Π is called a

constrained Nash equilibrium for the game model G if

π∗
∈ ∆ and Jrm(ν, π∗)

= sup
πm∈∆m(π∗)

Jrm(ν, [π∗−m, πm
]) form = 1, 2.

Finally, for each (f 1, f 2) ∈ Φ, i, j ∈ X andm = 1, 2, we define

rm(i, f 1, f 2) :=


A1(i)


A2(i)

rm(i, a1, a2)f 1(da1|i)f 2(da2|i),

cm(i, f 1, f 2) :=


A1(i)


A2(i)

cm(i, a1, a2)f 1(da1|i)f 2(da2|i),

Q (j|i, f 1, f 2) :=


A1(i)


A2(i)

Q (j|i, a1, a2)f 1(da1|i)f 2(da2|i).

Themain goal of this paper is to give conditions for the existence
of constrained Nash equilibria under the average payoff criteria.

3. Preliminaries

In this section, we will give conditions for the existence of
constrained Nash equilibria and some preliminary results.

In order to study the nonzero-sum constrained stochastic
games with the average payoff criteria, we need to introduce the
following auxiliary game model

Gα :=


X,


Am, {Am(i) ⊆ Am, i ∈ X},

rm(i, a1, a2), cm(i, a1, a2), θα
m


m=1,2, α,Q (j|i, a1, a2)


,

where the constants α ∈ (0, 1) and θα
m denote the discount factor

and the constraint imposed on the expected discounted cost of
player m, respectively, and the other components are the same as
in the game model G.

For any discount factor α ∈ (0, 1), π1
∈ Π1, and π2

∈ Π2,
the expected discounted reward and expected discounted cost for
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