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a b s t r a c t

On statistical hypotheses testing in two-sample problems, the Mood test is popular as
one of the most efficient nonparametric tests for dispersion differences. In this paper,
we show that a modification of the Mood test proposed by Tamura (1963) can gain even
more efficiency and power under various distributional assumptions. The accuracy of the
proposed approximations to the tail probabilities and critical values of the modified Mood
test, namely Mp, were investigated. Our results showed that the Edgeworth expansion
was more accurate than the other approximations. Asymptotic efficiencies and the
optimal value p of the modified Mood test under various distributional assumptions were
examined, with the results revealing that the large (small) value of p was useful for
light (heavy) tail distributions. Additionally, the power of the modified Mood test for the
one-sided alternative with various population distributions for small sample sizes was
investigated via Monte Carlo simulations. Finally, the proposedmethod was demonstrated
using real data.

© 2015 The Korean Statistical Society. Published by Elsevier B.V. All rights reserved.

1. Introduction

Testing the differences in dispersion as a measure of spread in two-sample problems has been extensively discussed
in statistical literature. In parametric hypothesis testing, the F-test is widely utilized for testing the equality of variances
when it is reasonable to assume that populations are normally distributed. However, it is well known that the F-test is not
robust with respect to the normality assumption, but is very sensitive to kurtosis of the sampling distributions of interest.
Given the circumstances that the underlying distribution is not adequately understood to assume normality or some other
specific distribution, the nonparametric approach has been considered as a viable alternative to overcome the sensitivity of
the normality assumption.

Many nonparametric tests of dispersion have been proposed over the last half century, based on theweighted summation
of ranks of the combined observations of the two samples. Popular nonparametric tests of dispersion include the Mood
(Mood, 1954), Freund–Ansary–Bradley (Ansari & Bradley, 1960; Freund & Ansari, 1957), and Siegel–Tukey (Siegel & Tukey,
1960) tests. Among the many nonparametric tests of dispersions, the Mood test is one of the most powerful, such that it
is commonly utilized for nonparametric scale tests. In fact, the Mood test provides better performance than the others.
For instance, with respect to the performance measure of the asymptotic relative efficiency (ARE) of the F test, under the
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assumption of normal populations differing only in variance, the Mood test has a higher value than the others, meaning
that the Mood test requires a smaller number of sample observations to provide the same power. The AREs of the F test,
under the assumption of normal populations differing only in variance, are 0.76 for the Mood test and 0.608 for both the
Freund–Ansary–Bradley and Siegel–Tukey tests. Recent reports have outlined the development of a substantial number
of nonparametric control charts, in which no underlying distribution is assumed for the process output. Additionally,
Chakraborti and van de Wiel (2008) indicated the importance of considering the charting statistics for dispersion based
on a nonparametric test, because the control chart based on Wilcoxon–Mann–Whitney statistics had difficulty resolving
the scale shift. Murakami and Matsuki (2010) presented the importance of univariate nonparametric control charts, with
respect to the Mood test; the control limits of the Mood test were computed using the saddlepoint approximation. Abd-
Elfattah (2013) also considered the double saddlepoint approximation to calculate the mid p-value of the Mood test. Recent
progress in computerizedmeasurement technology has permitted the accumulation of multivariate high-dimensional data.
The analysis of high-dimensional data is particularly important in studies of finance data, functional data, image data, and
other data of this type. Principal component analysis is an extremely useful and important technique inmultivariate analysis
from both practical and theoretical viewpoints. However, it is very difficult to obtain the precise distribution of eigenvalues
of a covariance matrix for a non-normal population. Murakami, Hino, and Tsukada (2007) proposed a procedure to test the
equality of eigenvalues that used principal component scores by applying the Mood test. Additionally, unreplicated two-
level fractional factorial designs are often used in industry to study the effects of factors on the mean of a response. For
example, McGrath and Lin (2002) investigated the power of the Mood test for unreplicated two-level fractional factorial
designs.

Interestingly, even with the high level of performance of the Mood test and its popularity over the course of many years,
new versions of the modified Mood test after Tamura (1963) are very rarely discussed in the statistical literature; whereas
several types of nonparametric test modifications, such as the Wilcoxon rank sum test and Mann–Whitney test have been
proposed. Tamura’s modification of theMood test, namelyMp, raises the ARE for the scale parameter by providing flexibility
with respect to the power of the linear rank sum weight. Tamura (1963) focused on the ARE only, due to the difficulty
associated with simulation of specific topics at that time. Note that the original Mood test is a special case of the modified
Mood test with p = 2, that is, M2. It should be mentioned that utilization of the modified Mood test can be very limited,
depending on the details available with respect to its relevant characteristics and performance improvements.

Herein, we have attempted to overcome the limitations associated with the Mood test. First, we propose several
approximation methods to obtain its distribution and critical values, and then show numerical examples for the optimal
degree p of theweights of the linear rank sumand statistical power in various cases of the underlying sampling distributions.
Calculation of the exact critical value of the Mp test is an important task in testing hypotheses. However, it is challenging
to evaluate the exact critical value of the Mp test when the sample size increases. To illustrate this problem, consider the
case of n1 = n2 = 20. The number of all possible combinations to calculate the exact critical value of the test statistic is
40C20 = 137, 846, 528, 820. For most modern computing environments, this computation can be expensive. Many linear
rank tests satisfy the asymptotic normality theorem only when min(n1, n2) → ∞; the normal approximation does not
provide a good approximation for small or moderate finite sample sizes. Under these circumstances, the approximation
method must be modified to estimate the exact critical values and the density or distribution function under finite sample
sizes. Second,we are interested in determining the optimal value p of theMp test viamaximizing the asymptotic efficiency in
various cases to present typical distributional characteristics, such as tail behavior, support, andmodality. An analysis of the
optimal value of p is particularly important in a wide array of applications, such as finance, functional data, and image data,
because the modified Mood test is well designed to adapt the distributional characteristics arising in certain circumstances.
For example,many financial data are likely to exhibit behavior similar to that of heavy-tailed distributions, and, in such cases,
the smaller value of p for theMp test is more desirable than the original Mood test. Finally, the power of the nonparametric
test is discussed as the selection criterion of the most appropriate test. A numerical comparison of the statistical power of
theMp test under the assumption of various distributions was performed.

The organization of this paper is as follows. We first introduce Tamura’s modification of the Mood test in Section 2.
The results, including the approximation methods, optimal p, and asymptotic efficiency, are shown in Section 3; the liaison
between Bayesian methodology and the asymptotic efficiency of Tamura’s modification of the Mood test is also described
in Section 3. In Section 4, statistical power comparisons were examined via simulation; additionally, the Mp test was used
to analyze data from the study by Davis and Lawrance (1989). Section 5 provides a discussion and conclusions.

2. The modified Mood test

In this section, we introduce the modified Mood test, namely Mp, suggested by Tamura (1963). Let X = (X1, . . . , Xn1)
and Y = (Y1, . . . , Yn2) be two random samples of size n1 and n2 independent observations, each of which has a distribution
described as F1 and F2, respectively. We are interested in the following hypotheses:

H0 : F1(x) = F2(x) against H1 : F1(x) = F2(x/θ), θ ≠ 1, θ > 0.

If the population medians are known, then the sample observations should be adjusted by the median of X and Y , namely
MedX and MedY , respectively, as follows:

X ′

i = Xi − MedX , i = 1, . . . , n1 and Y ′

j = Yj − MedY , j = 1, . . . , n2.
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