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a b s t r a c t

For data collected using ranked set sampling, pivotal statistics are commonly used in in-
ferential procedures for testing the population mean, and their asymptotic distributions
are used as surrogates of the underlying true distributions. However, the sample size of a
ranked set sample (RSS) is often small so that the distribution of its pivotal statistic can de-
viate much from the limiting normality. In this paper, we propose to approximate the dis-
tribution by the Student’s t distribution, of which the number of degrees of freedom (DF) is
estimated from the data. We consider three estimators of the DF, two based on theWelch-
type approximation (Welch, 1947) and the third simply given by the difference between
the total sample size and the set size of the RSS. We numerically compare the correspond-
ing approximate t distributions with the asymptotic normal distribution via simulation in
two aspects: (i) the approximation error; and (ii) the coverage probability. We also apply
the proposed Student’s t approximation to tree height data in Platt et al. (1988) and Chen
et al. (2003). Our results show that all the three approximate t distributions seem to be con-
sistently better than the asymptotic normal distribution for the RSS under both perfect and
imperfect ranking.We further give recommendations to practitioners based on the relative
performance of the three DF estimators.

© 2014 The Korean Statistical Society. Published by Elsevier B.V. All rights reserved.

1. Introduction

Inference using order information receives much attention in the statistical literature. Ranked set sampling (RSS) is a
cost-effective sampling method, which uses the rank (order) information of data to improve the estimation efficiency. It
is particularly useful when measuring the characteristic of interest (say y) is expensive or difficult but recruiting sampling
units and ranking them are relatively easy and inexpensive.

Like other sampling methods, one major goal in RSS is the inference about the mean µ of a population under study. The
inferential procedures for the populationmean strongly rely on pivotal statistics, which will be defined below. Suppose that
we have RSS data in the form of

{(yi, ri, ki), i = 1, 2, . . . , n} ,
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where the (judgment) rank of yi among ki independent observations is denoted by ri. Generally, we assume ki = H for every
i = 1, 2, . . . , n (i.e., H is the set size of the ranked set sample) so that ri ∈ {1, . . . ,H}. Here, ranking errors could occur so
that ranking can be imperfect. Let I(·) denote the indicator function. Let nh =

n
i=1 I


ri = h


be the number of units with

rank h, and so n =
H

h=1 nh is the total sample size of the RSS. Letµrss denote the RSS mean estimator, namely

µrss
=

1
H

H
h=1

y[h],

where y[h] is the sample mean of the hth rank stratum:

y[h] =

n
i=1

yiI

ri = h


nh

.

Then the pivotal statistic based onµrss for testing H0 : µ = µ0 is given by

Tp =
µrss

− µ0
1
H2

H
h=1

s2
[h]
nh

,

where s2
[h] is the sample variance of the hth rank stratum:

s2
[h] =

n
i=1


yi − y[h]

2
I

ri = h


nh − 1

.

Here, we assume that there are at least two units measured in each rank stratum so that the in-stratum variance σ 2
[h] is

estimable; that is, for every h ∈ {1, . . . ,H}, nh > 1.
The distribution of Tp plays a key role inmany RSS inferential procedures. In the literature, researchers used the standard

normal distribution as its distribution (e.g., Chen, 2000; Ozturk, 1999; Sroka, Stasny, & Wolfe, 2006; Wang, Lim, & Stokes,
2008). To test H0 : µ = µ0, Chen (2000) and Sroka et al. (2006) propose to reject the null hypothesis when

Tp
 > zα/2,

where zα/2 is 100(1 − α/2)th percentile of the standard normal distribution. Hence, the confidence interval can be
expressed by

µrss
± zα/2

 1
H2

H
h=1

s2
[h]

nh
.

However, in practical situations, especially those requiring cost efficiency, it is typical that the sample size of a RSS is not
large enough to support the normality of Tp well.

In this paper, we approximate the distribution of Tp by a Student’s t distribution with appropriate degrees of freedom
(DF), as in simple random sampling (SRS). We propose three estimates of the DF for the t approximation. The first two esti-
mators are based on theWelch-type approximation (Welch, 1947), where estimating the DF (denoted ν) relies on estimating
the in-stratum variances of (judgment) order statistics, σ 2

[h] = var

Yi|ri = h


for h = 1, . . . ,H . In our first estimator of the

DF, we naturally plug in σ 2
[h] using the sample variance s2

[h]. For the second estimator, we compute σ 2
(h) under the normality

assumption to replace σ 2
[h], which requires perfect ranking. Note that, normal distributions belong to location-scale families

so that the in-stratum variances under perfect ranking (i.e., the variances of order statistics) satisfy σ 2
(h) = σ 2v(h), where

v(h) is the variance of the hth order statistic of the standard normal distribution, h = 1, . . . ,H , and σ 2 is the population
variance. The third estimator simply sets the DF as n−H , the difference between the sample size and the set size of the RSS.
It could be naively thought as the sample size minus the number of estimated parameters (in-stratum means). We denote
the three estimators byνsamp,νnorm andνnaive, respectively.

This paper is organized as follows. In Section 2, we introduce the proposed t-approximation and three estimators of
the DF in detail. In Section 3, we numerically study the performance of the proposed approximation and compare with the
performance based on the asymptotic normality. We first compare the approximation error, and then consider the interval
estimation of the population mean and compare the coverage probabilities based on the three approximate t distributions
with those based on the standard normal distribution. The comparison is made for various settings; unbalanced/balanced
design, perfect/imperfect ranking, and independent/correlated rankers. In Section 4, we apply the proposed procedures to
estimate the average tree height using the tree data from Chen, Bai, and Sinha (2003) and Platt, Evans, and Rathbun (1988).
In Section 5, we briefly summarize the paper and discuss the extension of the proposed approximations to the two sample
problem.
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