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a b s t r a c t

In the realm of the model selection context, Akaike’s and Schwarz’s information criteria,
AIC and BIC, have been applied successfully for decades for model order identification.
The Efficient Determination Criterion (EDC) is a generalization of these criteria, proposed
originally to define a strongly consistent class of estimators for the dependency order of
a multiple Markov chain. In this work, the EDC is generalized to partially nested models,
which encompass many other order identification problems. Based on some assumptions,
a class of strongly consistent estimators is established in this general environment. This
framework is applied to BEKK multivariate GARCH models and, in particular, the strong
consistency of the order estimator based on BIC is established for these models.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Zhao et al. [24], on estimating the order of multiple Markov chains, introduced the Efficient Determination Criterion
(EDC), which allows for adjustments on the penalty term used in the criteria AIC [1] and BIC [22]. Also, a class of
strongly consistent estimators was established in the same work. Afterwards, Dorea [9] extended this class and proposed
the asymptotic optimal order estimator, which had its better performance verified by the extensive use of numerical
simulations [21].

In this work, the concept of ‘‘nested models’’ is generalized to a class of partially nested models and the EDC criterion
is extended to this new context. Some results regarding the consistency of EDC order estimators are established based
essentially on assumptions about the likelihood function. This approach is applied to state the consistency of the BIC order
estimator for BEKK multivariate GARCH models, which encompass the univariate version GARCH as a particular case.

To exemplify the ‘‘partially nesting’’ concept, consider that X = {Xt}t∈N is an AR(k) process and Y = {Yt}t∈N is an
ARMA(k1, k2) process, i.e.,

Xt = εt +

k
i=1

αiXt−i

and

Yt = εt +

k1
i=1

αiYt−i +

k2
i=1

βiεt−i,
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where {εt} are i.i.d. N (0, 1) and αi, βi ∈ R. If X is an AR(1), it can be represented as an AR(2) taking α2 = 0. In this case,
we say that the ‘‘AR(1) model is nested in AR(2)’’, denoted by AR(1) ⊆ AR(2). Also, for any k, p ∈ N, AR(k) ⊆ AR(p) or
AR(p) ⊆ AR(k) and we may consider {AR(k)}k∈N as a sequence of nested models. Similarly, we can define ARMA(1, 1) ⊆

ARMA(2, 2). However ARMA(1, 2) and ARMA(2, 1) are not ‘‘related’’. For such a case, we define the class of partially nested
models {ARMA(k1, k2)}(k1,k2)∈N2 , where we can define the order estimator based on the EDC criterion.

Section 2 provides the general results, that may be applied in a variety of models to establish the EDC order estimators.
Section 3 presents the approach applied to BEKK multivariate GARCH models. The proofs of the stated results are in
Appendices.

2. General framework

The essence of nested models have been used since the pioneer researches using hypothesis tests. However, practically
all works focused on particular cases and the formal definition and treatment of the concept of nested models were unused.
Nishii [20] firstly proposed a general estimator for the dimension of i.i.d. models. A relevant piece of Nishii’s technique is
adapted to our purposes.

For an arbitrary time discrete stochastic processX = {Xt}t∈N, E ⊆ Rp the set of possible values of Xt and ν a fixedmeasure
on E, we define a family of statistical models for X as

M =

f (xn1, θ, n) : θ ∈ Θ, n ≥ 1


where f (xn1, θ, n) represents the set of possible densities for Xn

1 := (X1, . . . , Xn) with respect to the product measure on En,
which depends on the parameter θ ∈ Θ ⊆ Rd. We may denote f (xn1, θ) = f (xn1, θ, n) to simplify the notation.

Two statistical models

Mk =

f (xn1, θ, n) : θ ∈ Θk, n ≥ 1


and

Mp =

f (xn1, θ, n) : θ ∈ Θp, n ≥ 1


are nested, denoted byMk ⊆ Mp, if Θk ⊆ Θp and, for all θ ∈ Θk, x∞

1 ∈ E∞, there exists c ∈ (0, ∞) such that

lim
n→∞

fk(xn1, θ)

fp(xn1, θ)
= c.

For q ∈ N, p = (p1, . . . , pq) ∈ Nq and k = (k1, . . . , kq) ∈ Nq, we define the usual order relation p ≥ k iff pi ≥ ki for
i = 1 . . . q, which makes (N, ≥) a partially ordered set. By p ≱ k we mean that p < k or p and k are not related. The set
M = {Mk}k∈Nq is a class of partially nested models if

Mk ⊆ Mp ⇔ k ≤ p.

We say that an element mr ∈


k∈Nq Mk has order r ∈ Nq if mr ∈ Mr and mr ∈ Mk implies that Mr ⊆ Mk. Analogously, a
process X has order r if, ∀n > 0, the densities of Xn

1 are elements inMr and if the densities of Xn
1 are represented by elements

inMk, thenMr ⊆ Mk. In this context, we denote a sample by xn1 and themaximum likelihood estimator (MLE) of θ supposing
the order k by θ̂k. The EDC criterionwas originally established using the likelihood functions. However, we observed that the
estimator’s consistency depends just on a few properties of the likelihood functions. Therefore, in what follows we consider
Ln,k(xn1, θ)


(n,k)∈N×Nq as a class of functions Ln,k : En

× Θk → R that satisfies

Ln,k(xn1, θ̂k) = sup
θ∈Θk


Ln,k(xn1, θ)


(1)

and for θ ∈ Θk and p ≥ k,

Ln,p(xn1, θ) ≥ Ln,k(xn1, θ) and lim
n→∞

Ln,p(xn1, θ)

Ln,k(xn1, θ)
< ∞. (2)

To simplify notation, we shall denote Ln,k(θ) = Ln,k(xn1, θ). In most situation, the Ln,k functions are merely the likelihood
for each n and k. However, this generalization enables the use of the EDC in atypical situations. Now, we define the EDC
estimator for a class of partially nested models.

Definition 1. Let X be a process of order r and M its respective class of partially nested models. The EDC estimator for r is
defined by

r̂ = argmin
k≤K

{EDC(k)} (3)

for

EDC(k) = − ln Ln,k(θ̂k) + cnγ (k),

cn a sequence of positive numbers, γ (k) = dim(Θk) and K a known constant greater than r .
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