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1. Introduction

Letxq, ..., X, be arandom sample of size n > 4 from a p-variate distribution. We are interested here in situations where
the data dimension, p, is very high compared to the sample size n.
Foreachj € (1,...,n}, write x; = ({;, x;;) ", where for i € {1,2},x; € RP withp; € {1,...,p— 1}andp, = p — ps.
Assume that xq, . . ., ¥, have unknown mean vector, . = (;LlT, ;LZT)T, and unknown covariance matrix,
0N
Y= >0.
(& %)
In other words, forallj € {1,...,n}andi € {1, 2},
E(y) = py,  var(xy) = Zi,  COV(Xyj, Xp)) = ERyjxy) — sty = .
Foralli € {1,2}and k € {1, ..., p;}, the kth diagonal element oy of X; is assumed to be strictly positive. Then, for all
je{l,....n},
COIT(X]j, ij) =P = diag(on, ey U1p1)_1/22*diag(021, ey O,sz)—l/z’

In this paper, we consider the problem of testing the hypotheses
Ho:P=0 vs. # :P#0 (1)

in high-dimensional settings. When (p;, p2) = (p—1, 1) or (1, p— 1), testing (1) amounts to testing correlation coefficients.
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Fig. 1. Relevance of hypotheses (1) illustrated in the context of gene networks.

Aoshima and Yata [1] proposed a statistic for the latter problem and Yata and Aoshima [19] improved this test statistic
by using a method called the extended cross-data-matrix methodology (ECDM). However, tests on the correlation matrix
are equally important, e.g., in pathway analysis or graphical modeling for high-dimensional data. One possible application
pertains to the construction of gene networks, as portrayed in Fig. 1.

Here, we consider testing partial correlation coefficients. When ¥ > 0, write

Q Q@
—y1 _ 1 ) — "
=X _<H*T ﬂz>_(w,]),
where, fori € {1, 2}, &; is the corresponding p; x p; matrix. Here, (m;;) denotes a matrix whose (i, j)th element is m;;. When

i #j, —a),-j(a),-,-a)jj)’l/2 is the (i, j)th partial correlation coefficient; see, e.g., Drton and Perlman [5]. We denote the partial
correlation coefficient matrix by
Po = —diag(wi1, - ., @pyp,) 2 Rudiag(@p, 1 1py 15 - - - Wpp) 2
and note that the test of the hypotheses
%OIPQZO Vs, Hq IP_Q#O
is equivalent to the test of hypotheses (1) since £, = 0 is equivalent to X, = 0.

Drton and Perlman [5] and Wille et al. [16] considered pathway analysis or graphical modeling of microarray data by
testing an individual partial correlation coefficient. For example, Wille et al. [ 16] analyzed gene networks of microarray data
with p = 834 (p; = 39 and p, = 795) and n = 118. In contrast, Hero and Rajaratnam [8] considered correlation screening
procedures for high-dimensional data by testing correlations. Lan et al. [10] and Zhong and Chen [20] considered tests of
regression coefficient vectors in linear regression models. As for tests of independence, see, among others, Fujikoshi et al. [7],
Hyodo et al. [9], Srivastava and Reid [ 13], and Yang and Pan [ 17]. Also, one may refer to Székely and Rizzo [ 14,15] for distance
correlation.

In Section 2, we set the notation and state several assumptions required for the construction of our high-dimensional
correlation test of hypotheses (1). In Section 3, we produce a test statistic for this problem by using the ECDM methodology
and show the unbiasedness of the ECDM estimator. We also show that the ECDM estimator is consistent and asymptotically
Normal when p — oo and n — o0. In Section 4, we propose a test procedure for (1) by the ECDM estimator and evaluate
its asymptotic size and power when p — oo and n — oo theoretically and numerically. In Section 5, we give several
applications of the ECDM estimator. Finally, we demonstrate how the test procedure performs in practice using microarray
data.

2. Assumptions

In this section, we lay out the basic assumptions for the construction of our test of hypotheses (1). The eigenvalue

decomposition of ¥ is denoted by £ = HAH T, where A = diag(Aq, .. ., Ap)and A; > .-+ > A, > 0 are the eigenvalues of
¥, while H is an orthogonal matrix of the corresponding eigenvectors.
Forallj e {1,...,n} letx; = HAVZZJ- + p, where E(z;)) = 0 and var(z;) = I,, the identity matrix of dimension p. Note

that if x; is Gaussian, the elements of z; form a random sample from the standard Normal distribution, & (0, 1). We assume
that, forallj € {1,...,n},

X = rVV] +u, (2)
where T is a p x q matrix for some ¢ > 0 such that ITTT = X, and wy, ..., w, form a random sample, so that for
everyj € {1,....n}, wj = (wyj,..., wy) , EW)) = 0andvar(wj)) = I,.LetT = (T{,T;)", where fori € {1,2},

Ti= iy -, yiq) with Vi € RPi, so that x; = I';w; + p;. Note that

q
=T =) yurs

r=1

Also note that Eq. (2) includes the case where T = HA'/? and w;=z.Forallr e {1,...,q},let var(wfj) = M, and assume
that lim SUPp_, oo My < 00.
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