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a b s t r a c t

Statistical inference based onmoment conditions and estimating equations is of substantial
interest when it is difficult to specify a full probabilistic model. We propose a Bayesian
flavored model selection framework based on (quasi-)posterior probabilities from the
Bayesian Generalized Method of Moments (BGMM), which allows us to incorporate two
important advantages of a Bayesian approach: the expressiveness of posterior distributions
and the convenient computational method of Markov Chain Monte Carlo (MCMC).
Theoretically we show that BGMM can achieve the posterior consistency for selecting the
unknown true model, and that it possesses a Bayesian version of the oracle property, i.e.
the posterior distribution for the parameter of interest is asymptotically normal and is as
informative as if the truemodelwere known. In addition,we show that the proposed quasi-
posterior is valid to be interpreted as an approximate posterior distribution given a data
summary. Our applications include modeling of correlated data, quantile regression, and
graphical models based on partial correlations. We demonstrate the implementation of
the BGMMmodel selection through numerical examples.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

We consider the estimation problem based on the following unconditional moment restrictions

E {g(D, θ)} = 0 (1)

where D is a set of random variables with domain D , θ is a p-dimensional vector of parameters to be estimated, and g is a
m-dimensional mapping from D × Rp to Rm. Typically it is necessary to havem ≥ p for the point identification of θ . Given
an i.i.d. or stationary realization D = {D1, . . . ,Dn} of D, one can estimate θ directly from such a set ofmmoment functions,
without needing to fully specify the underlying data generating process of D. In this paper, we consider the case where in
(1), the true parameter θ0 could possibly lie in a lower dimensional subspace. Our goal is to consistently select the relevant
variables and estimate their effects, namely the nonzero components of θ0, when the specification of full probabilistic model
is unavailable but a sufficient number of moment conditions are present.

We consider a Bayesian-flavored approach, where a quasi-posterior can be derived from a prior distribution and a
quadratic formofmoment restrictions. This enables us to accommodate two important advantages of the Bayesian approach:
the expressiveness of the posterior distributions and the convenient computationalmethod ofMCMC. These are particularly
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useful for the model selection problem that we study. We are able to report the most probable model, the second most
probable model and so on, together with their quasi-posterior probabilities, which are shown to be asymptotically valid in
large samples. We can also use the reversible jump MCMC algorithm [15,9] to traverse the space of different models and
simulate the quasi-posterior probabilities.

For this framework of moment-based Bayesian method of model selection and model averaging, our paper will
prove several appealing fundamental theorems. They will address model selection consistency, oracle property, and valid
interpretation of the quasi-posterior distribution. In the following, we will first review the related works and then describe
in detail the contributions of our current paper.

1.1. GMM and BGMM

The moment based estimation problem (1) is important and has been extensively studied in econometrics and statistics.
Well knownmethods include the generalizedmethod of moments (GMM, [17,18,41]), the empirical likelihood (EL, [43,44]),
the exponential tilting (ET, [30]), the exponential tilted empirical likelihood (ETEL, [46,47]) and the generalized empirical
likelihood (GEL, [42]). Essentially they all share the same first order efficiency of optimally weighted GMM estimator, and
have been applied to independent data, time series data and panel data in econometrics. On the other hand, researchers in
statistics also use the moment based methods for constructing efficient estimators, especially for clustered and correlated
longitudinal data. For example, Qu et al. [45] proposed a GMM type estimator to avoid the inefficiency from misspecified
working correlation matrices in generalized estimating equations (GEE) for longitudinal data. Wang et al. [50] considered
the EL approach to address the within-subject correlation structure. Recently frequentist penalization methods have been
proposed to accommodate increasing dimension p. See for example [51,34,8,4], etc. In general, themoment based estimation
methods only require information on the low order moments of D and are therefore more flexible, efficient and robust to
model misspecification, as long as the moment conditions are correctly specified.

Our work focuses on the Bayesian inference of θ under the moment constraint (1). Compared to the abundance of
frequentist literature, the development of Bayesianmethods on this problem still remains limited. One difficulty that hinders
the fully probabilistic Bayesian modeling is that some prior distribution on both the distribution of D (denoted as PD) and
the parameter θ needs to be specified, such that the pair (PD, θ) satisfies the set of restrictions (1). Recent progress in
this direction includes Kitamura and Otsu [29] and Florens and Simoni [13]. Kitamura and Otsu [29] tried to minimize the
Kullback–Leibler divergence of PD to a Dirichlet process, which leads to an ET type likelihood function that computationally
requires optimizations within each MCMC iteration step. Florens and Simoni [13] exploited the Gaussian process prior and
required a functional transformation of the data that is only asymptotically Gaussian, which still leads to a misspecified
likelihood function in finite samples. Besides, both methods have only been tested on simple examples that involve a few
parameters and moments. Instead, another analytically simpler Bayesian way of modeling (1) is the Bayesian generalized
method of moments (BGMM), first proposed and studied by Kim [27] and Chernozhukov and Hong [6], which constructs the
simple quasi-likelihood function

q(D|θ) =
1
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ḡ(D, θ)⊤V−1
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where ḡ(D, θ) is the sample average of g(Di, θ), i = 1, . . . , n, Vn is a m × m positive definite matrix that could possibly
depend on the data D, and det(A) denotes the determinant of a matrix A. Hereafter we use the symbol ‘‘q’’ to denote
the quasi-likelihood function and the quasi-posterior. This quasi-likelihood function has been studied under a Bayesian
framework in [27] and is named the limited information likelihood (LIL), which minimizes the Kullback–Leibler divergence
of the true data generating process PD to the set of all distributions satisfying the less restrictive asymptotic constraint
limn→∞ E
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/m = 1. This relation holds when we choose Vn to be a consistent estimator of the

covariance matrix Var(g(D, θ0)). Given a prior distribution π(θ), the quasi-posterior takes the form

q(θ |D) ∝
1

det (2πVn/n)
1
2
exp


−

n
2
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π(θ). (3)

By using q(D|θ) in the Bayesian model, we only need to specify a prior on θ and thus circumvent the difficulty of directly
assigning a prior on the pair (PD, θ)with constraints (1). In the computational aspect, q(D|θ) takes an explicit analytical form
that allows straightforward MCMC updating for the corresponding Bayesian posterior without any iterative optimization
steps [6]. Furthermore,whenVn is chosen as a consistent estimator of Var(g(D, θ0)), the exponential part of q(D|θ) resembles
the optimally weighted GMMcriterion function [17], which in large samples can be viewed as a second order approximation
to the true negative log-likelihood function that follows a chi-square distribution with p degrees of freedom if m = p and
both are fixed [52].

The theoretical properties of BGMM have been investigated extensively in Chernozhukov and Hong [6] and Belloni
and Chernozhukov [2], who show that a Bernstein–von Mises theorem holds, i.e. the posterior distribution converges
asymptotically to normal. The computational aspects of BGMM with no model selection have been investigated in [52,53].
Kim [28] has established the pairwise consistency theoretically when each candidate model is compared to the true model
separately, and has used MCMC in simulations for such model comparison. Hong and Preston [19] have discussed a more
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