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a b s t r a c t

Ageneral result onweak convergence of the empiricalmeasure of discretely observed func-
tional data is shown. It is applied to the problemof estimation of functionalmean value, and
the problem of consistency of various types of depth for functional data. Counterexamples
illustrating the fact that the assumptions as stated cannot be dropped easily are given.
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1. Introduction: complete and discrete design of functional data

By functional data we usually understand an outcome of an experiment that can be represented as a set of continuous
functions, whose domain is a common compact interval. The domain can be referred to as time. The value of the outcoming
function can then be interpreted as the value of the measured characteristic, evolving within the given time frame.
Depending on the nature of the experiment, two distinct approaches towards the observation design of functional data
can be found in the literature.

The first, more traditional approach assumes that all the functions involved are observed completely in time. In other
words, the functional values of all the functions resulting from the experiment are known at each time point of their domain.
We call this setup complete design, for brevity. Under this complete design assumption there exists a wide variety of
statistical procedures enabling the analysis of functional data. For exposition see, for example, [25,26,10,15].

The second, perhaps more realistic, approach to the observation design of functions arises when assuming that each
random function is observed only at a finite grid of time points. These points can be either deterministic and preset by the
experimenter, or occurring at random. Here, we focus on nonparametric statistical analysis of such partially observed data.

Typically, to make valid nonparametric inference exploiting the functional nature of data, it should be assumed that the
number of points at which random functions are observed tends to be larger when the sample size increases, and that the
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largest span between two adjacent points vanishes as the sampling process continues to infinity. This setup will be called
discrete design.

The majority of papers in functional data analysis consider the data as being observed at each point of the domain. See
[7, for example Section 4.2] for some discussion on the nature and treatment of functional data. In a variable selection
problem Aneiros and Vieu [2] consider the functions to be observed through a fine grid, and look into asymptotics when the
distances between the grid points diminish to zero. Other recent contributions taking data as discretized can be found in a
book edited by Bongiorno et al. [5].

To accomplish statistical analysis for functions observed within the discrete design setting, it is necessary to perform
an initial step of representing the discretely observed functions by elements of the space of complete functions. This is
usually done by approximating, or interpolating, the discretely observed values of functions. After doing this, the resulting
approximating (complete) functions can be utilized as if they were the original, continuously unobservable, set of curves.

Such preprocessing of functional data is customarily considered to be imperative when encountering a discretely
observed functional data set [25]. Though often discussed, few theoretical results investigate the effect of this fundamental
data imputation on the statistics involved.

The essential contribution of the present paper lies in a theoretical result facilitating the understanding of this
phenomenon. In Section 2, we propose a natural and straightforward method of approximating functions from a random
samplewhose values are observed only at a finite number of points in the domain.Within the discrete design of observations,
we show that the probability distribution of these approximations converges weakly towards the original sampling
distribution. This enables us to state a Varadarajan type of result [28] for such discretely observed functional data dealing
with the weak convergence of empirical measures based on these approximations.

The second part of the paper concerns two applications of the main result. In Section 3 we apply it to the problem of
estimation of mean of functional data. We show that by an average based solely on a random sample of discretely observed
curves, it is possible to estimate the mean value of a probability distribution in a functional space in an asymptotically
unbiased and consistent manner. Finally, in Section 4, the developed theory is applied to a nonparametric tool suitable for
functional data—data depth (cf. [30]). There, conditions underwhich consistency is preserved for functional data depthwhen
functions are observed discretely are explored. Both application sections are completed with a number of examples. These
aim to illustrate that the conditions of the theoretical results cannot be dropped generally, and depict pitfalls to keep in
mind when replacing a set of discretely observed functional data by complete curves.

The proofs of the theoretical results are provided in a Supplementary material (see Appendix A) part accompanying this
paper. That part also contains an additional example providing information on the necessity of the conditions.

2. Weak convergence of discretely observed functions

In this section, we state a rather technical, but useful, theorem concerning general weak convergence in the space of
continuous functions on a compact interval. We start by introducing the notation.

For K ∈ N = {1, 2, . . .} let CK ([0, 1]) be the Banach space of continuous RK -valued functions on [0, 1]

CK ([0, 1]) =

x : [0, 1] → RK

: x is continuous on [0, 1]


equipped with the uniform norm supt∈[0,1] ∥x(t)∥. Here, ∥·∥ denotes the Euclidean norm on the space RK .
For an arbitrary metric space M with the σ -algebra of its Borel sets, P (M) stands for the collection of all probability

measures defined on M.
Let (Ω, F , P) be a probability space on which all random variables will be defined. For P ∈ P


CK ([0, 1])


, let {Xn}

∞

n=1 ⊂

CK ([0, 1]) denote an infinite sequence of independent random functions distributed as P. For a fixed randomelementω ∈ Ω

we denote the empirical measure defined by the first n functions from this sequence by Pn(ω) ∈ P

CK ([0, 1])


. To put it

precisely, if δx is a Dirac measure on CK ([0, 1]) concentrated at x ∈ CK ([0, 1]), then

Pn(ω) =
1
n

n
i=1

δXi(ω) for ω ∈ Ω. (1)

If no confusion about the underlying random element can arise, the argument ω will be dropped.
For a fixed time point t ∈ [0, 1] and X ∼ P we use Pt ∈ P


RK


to denote the marginal distribution of X(t). Likewise,

Pn,t stands for the marginal distribution of Pn defined in (1) at t .
The symbol I [A] stands for the indicator function of A, i.e. equals 1 if A holds true, and 0 if not. For a set S and a sequence of

(possibly random) positive integers {mn}
∞

n=1 ⊂ N, a triangular array of elements of S is an arbitrary doubly indexed sequence
of elements of the set S

sj,n
mn
j=1 =


sj,n ∈ S : j = 1, . . . ,mn and n ∈ N


.

In the present section, all random functions are understood as observedwithin the discrete design. To put this rigorously,
let


Tj,n

mn
j=1 ⊂ [0, 1] be an arbitrary triangular array of points in [0, 1]. This array is referred to as the array of observation
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