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a b s t r a c t

The dual problem of testing the predictive significance of a particular covariate, and identi-
fication of the set of relevant covariates is common in applied research andmethodological
investigations. To study this problem in the context of functional linear regression models
with predictor variables observed over a grid and a scalar response, we consider basis ex-
pansions of the functional covariates and apply the likelihood ratio test. Based on p-values
from testing each predictor, we propose a new variable selection method, which is con-
sistent in selecting the relevant predictors from set of available predictors that is allowed
to grow with the sample size n. Numerical simulations suggest that the proposed variable
selection procedure outperforms existing methods found in the literature. A real dataset
from weather stations in Japan is analyzed.

© 2016 Published by Elsevier Inc.

1. Introduction

In regression analysis, selecting the relevant set of predictors is a fundamental step for building a good predictive model.
Including insignificant predictors results in over-complicated models with less predictive power and reduced ability to
discern and interpret the influence of each variable. However, classical selection methods have to be adapted to the high-
dimensional data sets which are becoming increasingly common in several areas of research.

When the data is observed at several time (or space) points, simple linear regression models cannot be directly used.
Functional regression models (FRM) express the discrete observations of the predictor as a smooth function, and inference
can then bemade about a response variable based on the functional data [29]. Suchmodels have become increasingly useful
due to their large number of applications, see [18] for some fundamental results and Ferraty and Vieu [13] for a nonparamet-
ric approach. This high demand has recently leveraged important theoretical advances, see for example [19,14,20,12,3,16],
to cite a few.

However, only a few authors have considered variable selection in functional regression analysis. Aneiros and Vieu [4]
show how to perform variable selection using the continuous structure of the functional predictors by studying which of
the discrete observed points should be incorporated. Using a partial linear model for multi-functional data, Aneiros and
Vieu [5] propose a variable selectionmethod based on the continuous specificity of the functional data. Cuevas [10, Section 5]
presents an interesting overview of recent methods for functional data analysis including functional regression. Most
recent contributions in regression for these models can be found in [7]. Another class of such methods uses regularization
techniques, where the penalty simultaneously shrinks parameters and selects variables. Matsui and Konishi [24] studied the
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group SCAD regularization for estimating and selecting functional regressors while Mingotti, Lillo and Romo [27] and Hong
and Lian [17] generalized the Lasso for the case of scalar regressors and a functional response. Other recent contributions to
the variable selection problem in functional models are Fan and Li [11], Aneiros, Ferraty, and Vieu [2], Gertheiss, Maity, and
Staicu [15] and Ma, Song and Wang [23].

In this paper, we propose a different approach, exploiting the conceptual connection betweenmodel testing and variable
selection: dropping a covariate from the model is equivalent to not rejecting the null hypothesis that its corresponding
parameter(s) is equal to zero. Abramovich, Benjamini, Donoho and Johnstone [1] showed that the application of a false
discovery rate (FDR) controlling procedure, such as Benjamini and Yekutieli [6], on p-values resulting from testing each
null hypothesis can be translated into minimizing a model selection criterion. The extension and adaptation of the theory
of hypothesis testing to functional models have been studied by several authors in the literature [9,33,32,22,25,28]. An
interesting application can be found in [26], with results on the connection between p-values and variable selection in
regression analysis.

The main objective of this paper is twofold: to study the asymptotic properties of the hypothesis test based on residual
sum of squares for the relevance of a predictor in a multivariate functional regression model; and to propose a competitive
variable selection procedure based on FDR (or Bonferroni) corrections applied on the p-values from the tests of each available
functional predictor. The proposed test statistic is a likelihood ratio type test, where restricted and full models are estimated
through the B-Splines basis expansions of both coefficients and functional predictors. We examine the shift (non-centrality
parameter) of the distribution of the test statistic under the alternative hypothesis, which provides insight into the power
of the test and induce the demonstration of consistency of the variable selection procedure.

The remainder of this paper is as follows. In Section 2, we formally describe the regression model with functional
covariates and scalar response via basis expansions. In Section 3, we present the testing procedure and the variable selection
method. In Section 4 we evaluate the finite sample performance of the proposed variable selection through simulation
examples and a real application with weather data is considered in Section 5.

2. The functional regression model: FRM

Suppose thatwehaven observations {(yi, xi(t)) : t ∈ T , i = 1, . . . , n}, where yi is a scalar response, xi(t) = (xi1(t1), . . . ,
xiM(tM)) are functional predictors and T = T1 × · · · × TM . Each Tm, m = 1, . . . ,M , is a compact set in R where the mth
predictor may be observed. The functional predictors xm, m = 1, . . . ,M are assumed to be in a fixed design so that in
practice tm ∈ Tm is a grid representing time or space. Suppose that each of theM functional predictors can be expressed as:

xim(tm) =

pm
j=1

ωimjφmj(tm) = W T
imφm(tm), m = 1, . . . ,M, tm ∈ Tm, (1)

where Wim = (ωim1, . . . , ωimpm)T are the vectors of coefficients and φm(tm) = (φm1(tm), . . . , φmpm(tm))T are vectors of
B-Splines basis functions. The basis functions and the pm coefficients in (1) are assumed to be determined prior to the
regression modeling through smoothing methods. In general this finite B-splines representation of a functional predictor is
a good approximation of smooth functions, such as functions in the Sobolev Space (see [30]).

We consider the functional regression model [29] given by

yi = β0 +

M
m=1


Tm

xim(tm)βm(tm)dtm + εi, (2)

where β0 is a constant, εi, i = 1, . . . , n are i.i.d. Gaussian noises with mean 0 and constant variance σ 2, and βm(tm) are
functional coefficients that we assume can be represented through the basis expansion

βm(tm) =

pm
j=1

bmjφmj(tm) = bT
mφm(tm), m = 1, . . . ,M, tm ∈ Tm, (3)

for the parameter vectors bm = (bm1, . . . , bmpm)T . Thus the FRM in (2) can be re-expressed as a linearmodel in the following
way

yi = β0 +

M
m=1


Tm

W T
imφm(tm)φT

m(tm)bmdtm + εi = β0 +

M
m=1

W T
im


Tm

φm(tm)φT
m(tm)dtmbm + εi

= β0 +

M
m=1

W T
imJφmbm + εi = ZT

i b + εi,

or in matrix form Y = Zb + ϵ, where Zi = (1,W T
i1Jφ1 , . . . ,W

T
iM JφM )T , b = (β0, bT

1, . . . , b
T
M)T , Z = (Z1, . . . , Zn)

T , Jφm =
Tm

φm(tm)φT
m(tm)dtm are pm × pm cross product matrices and ϵ is the vector of error terms. Since we adopt B-splines basis

expansions, the cross product matrix Jφm can be easily computed using the procedure in [21].
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