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1. Introduction

The Lagrange multiplier is an additional parameter that is introduced when a restriction is imposed on parameters to
be estimated. When several restrictions are used, we have a vector of Lagrange multipliers. The estimators of the Lagrange
multipliers can be used to test the restrictions by using asymptotic chi-square distribution, which is called the Lagrange
multiplier test [3,4,35,36, Chapter 7]. It is known that the Lagrange multiplier test is equivalent to Rao’s [32] score test (for
developments of the score test and associated methods, see [11,13,10,33,34]). The higher-order distributions of the statistic
of the score test are also available (e.g., [17,12] with a Bartlett correction; for a review see [ 19] and its references).

The purpose of this paper is to derive the asymptotic cumulants of non-studentized and studentized Lagrange multipliers
and similar results of the associated parameter estimators with restrictions when both the weighted score (WS) and
maximum likelihood (ML) are used for estimation. Using the results with studentization, one-sided confidence intervals
(CIs) for the parameters up to third-order accuracy are given.

Note that the chi-square or quadratic form of the test statistic mentioned above corresponds to the two-sided confidence
interval in the context of interval estimation and its applications in testing. Added terms in the asymptotic expansions of the
distribution of the chi-square statistic higher than the usual asymptotic chi-square distribution are of order O, n &k =
1,2, ...), where n is the sample size. The order Op(n‘l) in the first additional term corresponds to that of the two-sided CI
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which cancels the common term of order O, (n~'/?) in the upper and lower endpoints of the CI. When the one-sided CI is
desired, the first additional term higher than that of the usual normal approximation is of order O, (n~1/2) (the CI with the
additional term of order 0,(n~'/?) is said to be second-order accurate while the CI based on the usual normal approximation

has first-order accuracy). Since the additional term of order Op(n‘l/ 2) is much simpler than that of Op(n‘l), the one-sided
CI with second-order accuracy has practical advantages.

2. Asymptotic expansions of the estimators with restrictions

Let @ be the g x 1 vector of parameters in a statistical model. Define the likelihood of @ as L = ]_[?=1fi(x,-| 0), where x; is
the p x 1 vector of the ith observation (i = 1, ..., n) and f;(-) is the density or probability function of x; given #. Assume
that the restrictions are given by anr x 1 vector h = h(#) = 0 with the corresponding vector n of Lagrange multipliers. It
is also assumed that the model is identified without the restrictions. Let q* = q*(#) be the g x 1 weight vector in the WS
method, which becomes the vector of log-prior derlvatlves in the case of Bayesian estimation, but can take other forms. Let
I = n~"'logL, then the weighted score estimators 0W and 7,y for the population counterparts 6, and 7, respectively, are
defined as the solution of the following equation (for the weighted score or modified score method, see [ 14], who deals with
the cases without the restrictions and Lagrange multipliers):
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Note that the maximum likelihood estimators (MLEs) denoted by Oy and f\ are special cases of fw and fiw. respectively
when q* = 0. Then, 6y and n~ '3, are expanded as follows.

Lemma 1. Under regularity conditions, the expansions of éw and n~ ', are given by

(0w_lA00) — (91\/1&; 00) +n 1g(W) + nflyBW) + Op(nfz) (2.2)
n fy n Ny
with

~ 3

0 0 i) 4G _

( .~ ) =3 4010 + 0y,

nofw i=1

where n~'g\") = 0,(n"3/2) and n='y"") = 0(n~") are additional terms by WS than those by ML in the expansion up to order

0,(n32), AU 1P = 0,(n~/?) with Af\j[)L =0(1) and 1y’ = 0,(n""/?) (i = 1, 2, 3) are the terms in the expansions of the MLEs
up to order 0,(n=>/2).

The proof of Lemma 1 including the actual expressions ofg(w), ygw), ® L and l(l) i=1,2,3)is glven in the Appendix.

The lemma can be used to obtain the asymptotic properties of 0W and n~'4,y. For instance, we see that 0W is the same as

9ML up to order O, (n~1/2). In the next section, the asymptotic cumulants of (A)W and n~'#,, before and after studentization
are derived.

3. Asymptotic cumulants of the estimators of parameters and Lagrange multipliers

Define
921
d0¢0 06 ’

921

LO = 7
2006 |,_,

Er(Lo) = Ao =0(1),  Eo(Lo) = —lo = 0(1), (3.1)

where Ep(-) is the expectation under an alternative true distribution, E¢(-) is the expectation under correct model
specification and Iy is the Fisher information matrix per observation. Define also
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