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a b s t r a c t

Multivariate quantitative data are often summarized into a general index as a weighted
sum when the variates have a prescribed order. Although the sum of standardized scores
is a sensible choice of index, it may have negative correlation with some of the variates. In
this paper, a general index that has positive correlation with all the variates is constructed.
The index is applied to study the fairness of decathlon scoring. Quantification of ordered
categorical data is also discussed. The limit of quantification characterizes the Gaussian
distribution.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Consider a data matrix of n individuals with p variates. For example, the data may be scores on p academic subjects of n
students in a school, stock prices of p companies at n time points, or decathlon data of n athletes about p = 10 events.

Our purpose is to construct a general index that combines the p variates into a univariate index in order to rank the n
individuals. The task is unsupervised in the sense that no one knows the correct index or ranking. This is a fairly classical and
fundamental problem. For example, in the study of animal breeding programs, index selection is used to combine several
traits without economic weights (e.g., [1,7]). In sports data analysis, it is discussed in the context how to score combined
events, such as decathlons and heptathlons (e.g., [5]). A number of university ranking systems are based on the weighted
average of relevant measures (e.g., [6]).

A natural index is the sum of standardized scores (Z-scores). This is a sensible choice if all the variates are uncorrelated.
For correlated data, the first principal component is sometimes used as a general index, since it maximizes the variance of
the index under weight constraints. However, these indices can have negative correlation with some of the variates; this
property is undesirable, since a general index should reflect all of the traits.

In this paper, we show that there is a general index that is always positively correlated with each of the variates. We
will call this the objective general index. A mathematical property of positive definite matrices plays an important role in its
construction. The weight is numerically obtained by simple convex programming. As an example, we study the fairness of
the scoring rule for a decathlon.

Our index is extended to the case of ordered categorical variates. This is related to but distinct from the optimal scaling
method for ordered categories (e.g., [2,18]). Remarkably, it is shown that the limit of the quantified data is a Gaussian random
variable.
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The paper is organized as follows. In Section 2, we introduce two conditions on general indices. Then, in Section 3, we
recall a key property of positive definite matrices. The objective general index is defined in Section 4. Two examples are
given in Section 5. We consider multicollinearity and subjective importance in Section 6 and ordered categorical data in
Section 7. Section 8 is devoted to a functional version of the index, that characterizes the Gaussian distribution. Finally, we
discuss our findings in Section 9.

2. Two conditions on general indices

Let X = (x1, . . . , xp) ∈ Rn×p be a p-variate data matrix, where each xi is a column vector representing scores of n
individuals. Assume that each variate is centered:

1⊤n xi = 0,

where 1n is the vector (1, . . . , 1)⊤ ∈ Rn, and the symbol ⊤ denotes the vector/matrix transpose. We further assume that
each variate has a prescribed order such that a larger value is associatedwith a better evaluation. For example, for decathlon
data, the sign of the time for 100 mmust be changed before analysis.

Let the covariance matrix of X be

S = (Sij)
p
i,j=1, Sij =

1
n
x⊤i xj.

Suppose that S is positive definite. This assumption will be relaxed in Section 6. We often, but not always, standardize the
data in advance, such that Sii = 1 for any i. For standardized data, S is equal to the correlation matrix.

A general index of X is a linear combination of p variates:

g =
p

i=1

wixi = Xw,

where w = w(S) = (w1, . . . , wp)
⊤
∈ Rp is a weight vector that depends on S . The map S → w(S) is called a weight map.

A weight map determines a general index.
The most fundamental general index is the simple sum

p
i=1

xi,

whose weight map isw(S) = 1p = (1, . . . , 1)⊤, independent of S . If the columns of X have different units, then the sum of
Z-scores

p
i=1

xi
√
Sii

is more sensible.
Another example is the first principal component, where the weight mapw is an eigenvector of the covariance matrix S

with respect to the largest eigenvalue. This maximizes the variance of Xw under a givenw⊤w.
Our purpose is to construct a general index that is as fair as possible. Consider the following two conditions. For a vector

a = (ai)
p
i=1, a > 0 denotes that ai > 0 for every i.

Definition 1. A weight map w = w(S) is said to be consistent if w > 0 for any S . It is said to be covariance consistent if the
covariance between each variate and the general index is positive, or equivalently Sw > 0, for any S .

Consistency is a natural requirement for a general index: if an individual A is better than B in all the variates, then the
general index of A should be better than that of B. In contrast, themeaning of covariance consistency is not trivial, but at least
this implies that none of the variates has negative correlation with the index. These two conditions have a duality relation
(see Appendix B).

The weight map w = 1p is obviously consistent, but it does not have covariance consistency if p ≥ 3. For example,
consider a positive definite matrix

S =

 1 −7/12 −7/12
−7/12 1 0
−7/12 0 1


, (1)

whose eigenvalues are 1 and 1± (7/12)
√
2. In this case, covariance consistency fails:

S 13 =


−1/6
5/12
5/12


.

The first principal component has neither consistency nor covariance consistency. For example, consider

S =


1 −1/2
−1/2 1


.
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