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a b s t r a c t

To test predictor contribution in a model-free fashion, marginal coordinate tests based on
sliced inverse regression (SIR) and sliced average variance estimation (SAVE) have been
studied in Cook (2004), and Shao et al. (2007) respectively. Estimating the null distributions
of the test statistics is a critical step for such tests. We propose a novel permutation test
approach to facilitate the marginal coordinate tests, which applies to existing tests based
on SIR and SAVE, and can be readily extended to a new marginal coordinate test based on
directional regression (Li and Wang, 2007).

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Sufficient dimension reduction [1] is an effective tool in high-dimensional data analysis. Consider a univariate response Y
and a p-dimensional predictor X = (X1, . . . , Xp)

⊤. The goal for sufficient dimension reduction is to find linear combinations
of X , such that Y is independent of X given these linear combinations. Pioneered by sliced inverse regression (SIR; Li [6]),
various methods have been developed in the sufficient dimension reduction literature. Instead of using the intraslice means
as in SIR, Cook & Weisberg [3] utilized the intraslice variances and suggested sliced inverse variance estimation (SAVE).
Directional regression (DR) is proposed in [7] to combine the information from the intraslice means and the intraslice
variances. SIR, SAVE and DR all belong to the family of moment-based sufficient dimension reduction estimators.

For X ∈ Rp and subscript i ∈ {1, . . . , p}, denote X−i ∈ Rp−1 as (X1, . . . , Xi−1, Xi+1, . . . , Xp)
⊤. One can test the

contribution of Xi through the following hypotheses,

H0 : Y y X |X−i versus Ha : Y is not independent of X given X−i, (1)

where y denotes statistical independence. In (1), the null hypothesis implies that Y is independent ofX givenX−i. Ifwe fail to
rejectH0, we conclude that predictorXi does not have significant contribution to the regression between Y andX . Hypotheses
(1) are first proposed as the marginal coordinate hypotheses in the seminal work of Cook [2]. Cook [2] also proposed the
corresponding marginal coordinate test based on SIR. A similar test based on SAVE has been discussed in [9]. More recently,
the marginal coordinate test based on DR is developed in [12]. For marginal coordinate tests based on SIR, SAVE and DR, a
technical difficulty is to develop the distributions of their corresponding test statistics underH0. The asymptotic distribution
for each method-specific test statistic turns out to be a sum of weighted χ2(1) distributions, where the exact weights for
each method can be found in [2,9,12] respectively.
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As an alternative to derive the null distribution of the aforementioned marginal coordinate tests, we propose a unified
permutation test approach in this paper. Our proposal is easy to implement, as it only involves random permutations of the
observed predictors while fixing the responses before recalculating the sample test statistics with the permuted samples. It
applies to marginal coordinate tests based on SIR, SAVE and DR, and no longer requires calculation of the method-specific
weights to determine the asymptotic null distribution. The rest of the paper is organized as follows. We briefly review the
sufficient dimension reduction methods SIR, SAVE and DR in Section 2. The permutation approach with SIR is developed in
Section 3, and the analogous approaches for SAVE and DR are proposed in Section 4. The developments in Sections 3 and 4
require the normality of predictor X . Extensive numerical studies are carried out in Section 5. In Section 5.1, the permutation
tests are compared with the existing asymptotic tests. Permutation test with predictor transformation is considered for
non-normal predictors in Section 5.2. For the real data analysis in Section 5.3, the proposed permutation test is applied in a
backward elimination procedure to achieve model-free variable selection. We conclude the paper with some discussions in
Section 6. For the ease of presentation, all the proofs are delegated to the Appendix.

2. Review of SIR, SAVE and DR

The central space between Y and X , denoted as SY |X , is a critical concept in sufficient dimension reduction. Let β ∈ Rp×d

be the basis of the central space SY |X . Then the column space of β satisfies Span(β) = SY |X and β satisfies Y y X |β⊤X . For any
γ ∈ Rp×q also satisfying Y y X |γ⊤X , the central space is defined such that Span(β) ⊆ Span(γ )with d ≤ q. The conditional
independency Y y X |β⊤X implies that one can reduce the p-dimensional predictor X to the d-dimensional β⊤X for the
regression between Y and X . The requirement Span(β) ⊆ Span(γ ) guarantees β⊤X achieves minimum dimensionality
reduction.

Let µ = E(X) and Σ = Var(X). Then Z = Σ−1/2(X − µ) is the standardized predictor. The relationship between the
Z-scale central space SY |Z and the X-scale central space SY |X is stated next.

Proposition 2.1. Suppose SY |Z has basis η such that SY |Z = Span(η). Then Σ−1/2η is a basis for SY |X and satisfies SY |X =

Span(Σ−1/2η).

The relationship above is known as the invariance property of the central space. Due to this invariance property, one can
first find estimators of the Z-scale central space, and then transform it back to the X-scale.

SIR [6], SAVE [3], and DR [7] are among the most popular central space estimators. Denote MSIR = Var{E(Z |Y )},
MSAVE = E[{Ip − Var(Z |Y )}2], and MDR = E{(2Ip − A(Y , Ỹ )2)}, where A(Y , Ỹ ) = E{(Z − Z̃)(Z − Z̃)⊤|Y , Ỹ } with (Ỹ , Z̃)
being an independent copy of (Y , Z). Then we have

Proposition 2.2. Suppose Z is normal. Then Span(M) ⊆ SY |Z , where M can be MSIR, MSAVE or MDR.

We remark that the normality assumption can be relaxed to weaker assumptions. See, for example, the discussions in [7].
Proposition 2.2 suggests that the eigenvectors corresponding to the nonzero eigenvalues of kernel matricesMSIR,MSAVE and
MDR can be used to recover the Z-scale central space.

For discrete response Y , assume without loss of generality that Y has support Π = {1, . . . ,H}. Then for h ∈ Π ,
E(Z |Y = h) denotes the within group mean for the hth category of Y . The meaning of E(Z |Y ) for continuous response Y is
explained next. Let {J1, . . . , JH} be a partition of the support of Y . Then E(Z |Y ) is discretized as E(Z |Y ∈ Jh), h = 1, . . . ,H . Let
fh be the probability of Y ∈ Jh and denote ξh = E(Z |Y ∈ Jh). A discretized version ofMSIR thus becomesMSIR =

H
h=1 fhξhξ

⊤

h .
Similarly, the discretized kernel matrices for SAVE and DR are MSAVE =

H
h=1 A

2
h and MDR =

H
h=1

H
k=1 B

2
hk respectively,

where Ah = f 1/2h {Ip − Var(Z | Y ∈ Jh)} and Bhk = f 1/2h f 1/2k [2Ip − E{(Z − Z̃)(Z − Z̃)⊤|Y ∈ Jh, Ỹ ∈ Jk}]. Without ambiguity, we
denote MSIR, MSAVE and MDR as the discretized kernel matrices for the rest of the paper.

3. Permutation test for predictor contribution with SIR

3.1. Test statistic construction

Recall that the null hypothesis H0 : Y y X |X−i in (1) implies that Xi has no additional contribution to Y given the other
predictors. For i = 1, . . . , p, define ei ∈ Rp, where the ith element of ei is 1 and all the other elements are zero. Alternatively,
we can define ei as the ith column of the identity matrix Ip. The next observation is key to develop the test statistics for (1).

Proposition 3.1. Suppose SY |Z = Span(η) for η ∈ Rp×d. Then e⊤

i Σ
−1/2η = 0 if and only if Y y X |X−i.

Note that due to Proposition 2.1,Σ−1/2η is the basis of the X-scale central space. Proposition 3.1 thus implies η, or the basis
of the Z-scale central space, can be used to test the conditional independence Y y X |X−i at the X-scale.



Download English Version:

https://daneshyari.com/en/article/1145269

Download Persian Version:

https://daneshyari.com/article/1145269

Daneshyari.com

https://daneshyari.com/en/article/1145269
https://daneshyari.com/article/1145269
https://daneshyari.com

