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a b s t r a c t

Lawley (Lawley, 1956) obtained an approximation, through the first terms of a series
expansion, of certain moments of an eigenvalue of the sample covariance matrix. The aim
of this paper is to improve that approximation and to calculate a similar approximation for
certain moments of the associated eigenvector. The results have practical applications in
certain fields of Statistics, such as Influence Analysis.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Eigenvalues and eigenvectors of the sample covariance matrix are the basic statistics in some statistical techniques, such
as Principal Component Analysis, and their moments play a major role in the inferential process.

However, the exact distributions of the eigenvalues and eigenvectors of the sample covariance matrix remain unknown.
In the literature various approximations have been obtained. Lawley [4] obtained the first terms of a series expansion of a
sample eigenvalue related to a simple population eigenvalue. Moreover, under the assumption of normality, approximated
values for the mean, variance and covariance matrix were obtained from the expansion series. Approximations for the
moments of the sample eigenvectors are given in Seber [6].

In this paper, we add a term to the series expansion obtained by Lawley [4] and improve the approximations to their
moments. Furthermore, series expansions for the eigenvectors and their moments are obtained. The use of symbolic
computation with MAPLE has proved to be very helpful in dealing with the cumbersome calculations.

In Section 2, the notation to be used throughout the paper and some basic results are set out. In Section 3, the procedure
applied to obtain the terms of the series expansions is laid out and the expressions of the five first terms are provided.
In Section 4, approximations of a number of moments of the eigenvalues, which improve those given by Lawley [4], are
obtained. Furthermore, some moments of the eigenvectors are calculated with the same degree of accuracy. In Section 5, a
numeric evaluation through aMonte Carlo simulation has been carried out. In the last section, themost relevant conclusions
are stated.
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2. Notation and basic results

Let X be a p-dimensional random vector with mean vector µ = (µ1, µ2, . . . , µp)
′ and covariance matrix 6 = (σst).

Let λ1, λ2, . . . , λp be the eigenvalues of 6, α1, α2, . . . , αp orthonormal associated eigenvectors, respectively, and A =
α1 α2 · · · αp

′. Let Y =

Y1, . . . , Yp

′
= A


X − µ


. The (population) principal components of X are Yk = α′

k


X − µ


,

k = 1, . . . , p. Obviously, the covariance matrix of Y is given by 6Y = A6A′
= 3 = diag


λ1, . . . , λp


, where diag denotes

the diagonal matrix.
In practice, µ and 6 are unknown parameters. Therefore, they have to be estimated from a random sample, X1, . . . , Xn,

with X i =

Xi1, . . . , Xip

′
, i = 1, . . . , n. These are usually estimated by the sample mean vector, X = (X1, X2, . . . , Xp)

′,
where X j =

1
n

n
i=1 Xij, j = 1, . . . , p, and the sample covariance matrix S = (Slm) =

1
n−1

n
i=1


X i − X

 
X i − X

′
, respec-

tively. Furthermore, the eigenvalues,λ1,λ2, . . . ,λp, and orthonormal associated eigenvectors,α1,α2, . . . ,αp, of S can be
considered as estimators of the population eigenvalues and eigenvectors, respectively. The sample principal components
of X i are given byYik = α′

k


X i − X


, k = 1, . . . , p, i = 1, . . . , n. Moreover, the sample covariance matrix of Y is given by

SY = ASA′
= T = (Tlm).

Since T is an orthonormal transformation of S, the eigenvalues of S coincidewith the eigenvalues of T and the eigenvectors
of T are given byβk = Aαk.

By using the orthonormal transformation of S, T = ASA′, and taking into account that T converges almost surely to
3 = diag


λ1, . . . , λp


, Lawley [4] calculated the first terms of the series expansion of an eigenvalue of S. Assuming that

λ1, . . . , λp > 0, if the sample size is sufficiently large and λk is simple, the convergent series expansion of the sample
eigenvalueλk is given by

λk = λk + (Tkk − λk) −


l≠k

T 2
lk

λl − λk
− (Tkk − λk)


l≠k

T 2
lk

(λl − λk)
2 +


l≠k


m≠k

Tlk (Tlm − λlδlm) Tmk

(λl − λk) (λm − λk)
+ Rk, (1)

where δ represents Kronecker’s delta and Rk is a sum of terms with a product of four or more factors of the type Tlm − λlδlm.
Since the rest of a convergent series tends to zero,λk can be approximated byλk − Rk. Fromλk − Rk approximations to

the moments ofλk can be obtained.
Assuming that X ∼ Np


µ, 6


and λk is a simple eigenvalue, Lawley [4] obtains:

E
λk


= λk −
1

n − 1


j≠k

λjλk

λj − λk
+ O


n−2 ,

var
λk


=
2λ2

k

n − 1


1 −

1
n − 1


j≠k

λ2
j

λj − λk
2


+ O

n−3 ,

cov
λj,λk


=

2

(n − 1)2
λ2
j λ

2
k

λj − λk
2 + O


n−3 , j ≠ k.

Regarding the eigenvectors associated to simple eigenvalues, it is known that, see Seber [6],

E
αk


= αk + O


n−1 ,

var
αk


=

λk

n − 1


j≠k

λj
λj − λk

2 αjα
′

j + O

n−2 ,

cov
αj,αk


= −

1
n − 1

λjλk
λj − λk

2 αjα
′

k + O

n−2 , for j ≠ k.

3. Series expansion of eigenvalues and eigenvectors

In this section, the necessary tools to obtain the series expansions of the sample eigenvalues and eigenvectors are
provided, and the first five terms are explicitly obtained.

Let Dp be the set of symmetric positive definite matrices of dimension p. Let 60 ∈ Dp and let N (60) ⊆ Dp be a neigh-
borhood of 60. Let λ

60
k , α

60
k , k = 1, . . . , p, be functions satisfying:

• λ
60
k : N (60) −→ R+

; α
60
k : N (60) −→ Rp, k = 1, . . . , p.

• If 6 ∈ N (60), then λ
60
1 (6) > λ

60
2 (6) > · · · > λ

60
p (6) > 0.
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