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a b s t r a c t

The paper is devoted to an extension of the multivariate Matsumoto–Yor (MY) indepen-
dence property with respect to a tree with p vertices to the case where random variables
corresponding to the vertices of the tree are replaced by random matrices. The converse
of the p-variate MY property, which characterizes the product of one gamma and p − 1
generalized inverse Gaussian distributions, is extended to characterize the product of the
Wishart and p − 1 matrix generalized inverse Gaussian distributions.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Let Vn be the Euclidean space of n × n real symmetric matrices equipped with the inner product ⟨a, b⟩ = trace(ab). Let
dx denote the Lebesgue measure on Vn assigning the unit mass to the unit cube. Let V+

n denote the cone of positive definite
matrices in Vn and let V

+

n denote its closure. For x ∈ Vn let |x| denote the determinant of x.
Let c ∈ V+

n and q ∈ Λn = {0, 1
2 ,

2
2 , . . . ,

n−1
2 } ∪ ( n−1

2 ,∞). The random matrix Y taking its values in V
+

n is said to follow
the WishartWn(q, c) distribution if its Laplace transform is given by

LY (θ) =
|c|q

|c − θ |q
, c − θ ∈ V+

n ,

see Casalis and Letac [4] and references given therein. When q > n−1
2 , that is when Y takes its values in V+

n , this distribution
has density of the form

fY (y) =
|c|q

0n(q)
|y|q−

n+1
2 exp (− ⟨c, y⟩) 1V+

n
(y),

where 0n denotes the multivariate gamma function, see Muirhead [19]. When q ∈ Λn and q ≤
n−1
2 the distribution is

singular and is concentrated on the boundary of V̄+
n . In the special case q = 0, it is the Dirac measure concentrated at the

zero matrix.
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A random matrix X , taking its values in V+
n , is said to follow the matrix generalized inverse Gaussian distribution,

MGIGn(−p, a, b), if it has density of the form

fX (x) =
1

K (n)p (a, b)
|x|−p− n+1

2 exp

− ⟨a, x⟩ −


b, x−1 1V+

n
(x), (1.1)

where K (n)p is the matrix variate modified Bessel function of the third kind, see Herz [6].
Letac [12] has observed that theMGIGn(−p, a, b) is well defined iff p, a, b satisfy one of the following three conditions:

1. a, b ∈ V+
n and p ∈ R,

2. a ∈ V̄+
n with rank(a) = m ∈ {0, 1, . . . , n − 1}, b ∈ V+

n and p > n−m−1
2 ,

3. a ∈ V+
n , b ∈ V̄+

n with rank(b) = m ∈ {0, 1, . . . , n − 1} and p < −
n−m−1

2 .

This extends earlier definitions of the matrix variate GIG as given in Bardorff-Nielsen et al. [1] or Butler [3].
TheMGIG distribution has the following property, which will be used later on

if X ∼ MGIGn(−p, a, b) then X−1
∼ MGIGn(p, b, a). (1.2)

There are several connections between theWishart andMGIG distributions considered in the literature, see e.g. Bardorff-
Nielsen and Koudou [2], Butler [3], Koudou [7,8], Koudou and Ley [9], Koudou and Vallois [10,11], Seshadri and
Wesołowski [20]. Here we are interested in those which are extensions of the Matsumoto–Yor (MY) property of the
univariate gamma and generalized inverse Gaussian distributions. The gamma γ (p, a) and the generalized inverse Gaussian
GIG(q, b, c) distributions are defined by the densities

f (y) ∝ yp−1e−ayI(0,+∞)(y)

and

g(x) ∝ xq−1e−bx−c/xI(0,+∞)(x),

respectively, where p, a, b, c are positive numbers and q is real.
Matsumoto and Yor [17,18] considered the transformation ψ that takes (x, y) ∈ (0,+∞)2 into (0,+∞)2, where

ψ(x, y) =

(x + y)−1 , x−1

− (x + y)−1 .
They observed that if two random variables X and Y are independent and follow the GIG(−q, a, b) and γ (q, a) distributions,
respectively, then the two random variables U and V defined as (U, V ) = ψ(X, Y ) are also independent and follow the
GIG(−q, b, a) and γ (q, b) distributions, respectively. Letac and Wesołowski [14] proved the converse to the MY property,
that is the following characterization: if X and Y are independent and U and V are also independent, where (U, V ) =

ψ(X, Y ), then (X, Y ) ∼ GIG(−q, a, b)⊗ γ (q, a). In the same paper it was shown that this result holds true also for matrix
variates, namely the authors considered the transformation ψ for X and Y positive definite random matrices and proved
both the direct MY property and its converse in this case (under certain smoothness conditions, weakened later on in
Wesołowski [21]): if X and Y are independent r×r positive definitematrices andU = (X + Y )−1 and V = X−1

−(X + Y )−1

are also independent then X and Y follow a matrix variate GIG and Wishart distribution, respectively.
For any s × r real matrix z of full rank, denote by P(z) the linear mapping

x ∈ Vr → P(z)x = zxzt ∈ Vs,

(zt denotes the transpose of thematrix z).MassamandWesołowski [16] extended theMYproperty tomore general situation,
where matrix variates have different dimensions: X and Y are independent positive definite matrices of dimensions r × r
and s × s, respectively. They considered the transformation ψz defined as follows

ψz(x, y) =

(P(z)x + y)−1, x−1

− P(zt)(P(z)x + y)−1 ,
where z is a given constant s× r matrix of full rank and obtained the following characterization (under certain smoothness
conditions): if X and Y are independent and U and V are also independent, where (U, V ) = ψz(X, Y ), then X and Y follow
a matrix variate GIG and Wishart distribution, respectively.

On the other hand, Massam and Wesołowski [15], interpreted the original MY property as a bivariate property with
respect to the simple treewith twovertices and one edge and extended it to a p-variate propertywith respect to any treewith
p vertices. Moreover, they proved the converse of this extended version of the MY property, obtaining the characterization
of the product of one gamma and p − 1 generalized inverse Gaussian distributions. To this end they considered certain
transformations induced by leaves of such a tree.

In this paper we extend the multivariate version of the MY property on trees considered in [15] to the case where the
components of a random vector corresponding to the vertices of the tree are replaced by random matrices of different
dimensions. We prove this generalized MY property and its counter-part being a joint characterization of one Wishart and
p − 1 matrix generalized inverse Gaussian distributions.

The proof of our characterization is given under the assumption of strict positivity and differentiability of the densities.
Here we do not use Laplace transforms to identify theWishart variables (the Laplace transform approachwas used in [15] to
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