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1. Introduction

In survival analysis, failure time data usually include covariate information. Sometimes, it is expensive or time cost to
collect complete covariate information from the entire cohort. Such true covariate information is then collected only on a
sample from the full study cohort. However, proxy covariate information is usually available on every subject in the full
cohort. This data can be viewed as survival data with covariates subject to measurement error.

Let T be the failure time, Z be the true p-dimensional covariate vector. Due to measurement error, Z is measured only
on a validation subset whereas the proxy covariate Z* is obtained for all subjects. If the conditional distribution of T given
(Z,Z*) is the same as that of T given Z, we say Z* has nondifferential measurement error. Otherwise, Z* has differential
measurement error. There is a large number of researchers on models with covariate measurement error and validation
data for uncensored data, see [1,8,10,12], etc.

The effects of covariates or risk factors on the failure time can be studied by fitting a failure time model to the survival
data. The most popular model is the Cox proportional hazards model. Besides the Cox model, there are other alternative
models. Here we consider semiparametric linear transformation model due to its generality. The semiparametric linear
transformation model, which is referred to as linear transformation model in the rest of this paper, assumes

H(T) = -pZ+¢, (n

where H is an unknown increasing function, ¢ is a random variable with a known distribution which is independent of Z
and B is an unknown p-dimensional covariate coefficient of interest. Model (1) includes the proportional hazards model
and the proportional odds model as special cases with ¢ following the extreme value distribution and the standard logistic
distribution, respectively.
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For the Cox model with covariate measurement error and validation sampling, Wang et al. [11] proposed a regression
calibration method. The corresponding estimator is in general inconsistent when the covariate measurement error
is considerable or the measurement error is nonnormally distributed. For estimating approaches under the linear
transformation model without measurement error, see [5,3]. Chen and Wang [4] considered linear transformation model
with covariate measurement error for right censored data. However, their method needs to assume parametric models for
both the paired differences of the measurement errors and paired differences of the true covariates. As a method based on
that of [5], it suffers from the restriction that the censoring variable must be independent of the covariates and violation
of this assumption would cause serious bias as shown by the simulation results of Sinha and Ma [9]. Sinha and Ma [9]
proposed another method for linear transformation model with covariate measurement error based on [3]. However, they
made a parametric model assumption regarding the possibly unobserved true covariate given the other always observed
true covariates, while a misspecification of this assumption will lead to a biased estimator, as commented by the authors.

In this paper, we propose an estimating method (without any parametric model assumption) that leads to consistent
estimator under the semiparametric linear transformation model with covariate measurement error and validation
sampling. Unlike all the above mentioned approaches that require the measurement error to be nondifferential, the proposed
method is feasible when the measurement error is differential. We first obtain an estimator based on the validation set using
true covariate by the method of [3]. The proposed estimator is then defined by updating the validation set based estimator
with the proxy covariate information and hence is more efficient than the validation set based estimator.

The remainder of this paper is as follows. In Section 2, we describe the proposed method. Theoretical properties for the
proposed estimator are also derived. We evaluate the finite sample performances of the proposed method and apply the
method to the analysis of a real data set in Section 3. A discussion is provided in Section 4. Finally, the proofs of theorems
are given in the Appendix.

2. Estimating method

We consider the case where the validation sample is a simple random sample from the cohort study. Let V denote the
index set of individuals in the sampled validation set, N denote the sample size of the whole cohort, n that of the validation
setand p = n/N the validation ratio. For subjects in the validation set, we observe (T, 8,Z,Z"), and for subjects outside the
validation set, we observe (T, 8,Z*), where T=TA C, § = I(T < C) and C is the censoring variable.

We can obtain a consistent estimator of 8 based on the validation set using the method of [3]. Let N(t) = I (T<tés=
D, Y() =T > t)and M(t) = N(t) — fot Y (s) dA{ByZ + Ho(s)}, where (Bo, Ho(-)) is the true value of (8, H(-)) and A(-) is
the cumulative hazard function of e. We assume that the hazard function of ¢, denoted by A(t), is strictly positive and ()
is bounded and continuously differentiable on (—oo, K), where K is any finite number. Based on the mean zero martingale
process M (t), we can construct estimating equations
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where H(-) is a nondecreasing function satisfying H(0) = —oo and t = inf{t : Pr(T > t) = 0}. We denote the solution of

(2)and (3) by (B, H(-)).

The estimator S8 uses only the validation set information. To exploit the proxy covariate information, we update the
validation set based estimator to get a more efficient estimator using the data information available on the whole cohort.
Denote L(-) to be an unknown increasing function and y an unknown p-dimensional vector. Let (3, f(-)) be the solution to
the following estimating equations
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Fix y and solve (4) for L(-), the solution of L(-), denoted by f(t, y), is a uniquely defined increasing step function with jumps
only at observed failure times t1, to, .. ., tg. Let
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Then 7 which solves U*(y) = 0 s a consistent estimator of ¥, and correspondingly, i(t, 7), also denoted as i(t), estimates
Lo(t) consistently, where (yp, Ly(+)) is the unique solution to
E[dN(t) — Y() dA{y'Z* + L(t)}] =0, (O <t =<r1),
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