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a b s t r a c t

In this article, we propose new multivariate two-sample tests based on nearest neighbor
type coincidences. While several existing tests for the multivariate two-sample problem
perform poorly for high dimensional data, and many of them are not applicable when
the dimension exceeds the sample size, these proposed tests can be conveniently used
in the high dimension low sample size (HDLSS) situations. Unlike Schilling (1986) [26]
and Henze’s (1988) test based on nearest neighbors, under fairly general conditions, these
new tests are found to be consistent in HDLSS asymptotic regime, where the sample size
remains fixed and the dimension grows to infinity. Several high dimensional simulated
and real data sets are analyzed to compare their empirical performance with some popular
two-sample tests available in the literature. We further investigate the behavior of these
proposed tests in classical asymptotic regime, where the dimension of the data remains
fixed and the sample size tends to infinity. In such cases, they turn out to be asymptotically
distribution-free and consistent under general alternatives.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

In a two-sample problem, we test the equality of two d-dimensional distributions F and G based on two sets of inde-

pendent observations x1, x2, . . . , xn1
i.i.d.
∼ F and y1, y2, . . . , yn2

i.i.d.
∼ G. If F and G are assumed to be same except for their

locations, it leads to a two-sample location problem, where we test the equality of the locations of F and G. For instance, if F
andG are assumed to beGaussianwith a unknown commondispersionmatrix, one uses theHotelling’s T 2 statistic to test the
equality of their means. Nonparametric tests for the multivariate two-sample location problem include [4,22,23,18,9,17].
But, most of these tests perform poorly for high dimensional data, and none of them can be used when the dimension d
exceeds the combined sample size n = n1 + n2. Two-sample location tests that can be used in high dimension, low sample
size (HDLSS) situations include [1,8,21,28].

Several nonparametric tests have been proposed for the general two-sample problem as well, where we test the equality
of two continuous distributions F and G without making any further assumptions on them. Friedman and Rafsky [11] used
minimal spanning tree for multivariate generalizations of the Wald–Wolfowitz run test and the Kolmogorov–Smirnov
maximum deviation test. Schilling [26] and Henze [16] developed two sample tests based on nearest neighbor type
coincidences. Other non-parametric tests for the general two sample problem include [10,14,30,2,3,25,20,12]. Most of these
tests are based on pairwise distances between the observations, and they can be used for HDLSS data.

Following [26,16], in this article, we develop multivariate two sample tests based on nearest neighbors. Like the nearest
neighbor test of [26,16] (henceforth,wewill refer to it as theNN test), these proposed tests have the large sample consistency
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Fig. 1. Powers of nearest neighbor tests for varying choices of data dimension.

under general alternatives. However, this type of consistency in classical asymptotic regime is a rather trivial property of
a test. The power of any reasonable test usually converges to unity when d remains fixed, and n increases. But, in HDLSS
asymptotic regime, where n remains fixed and d tends to infinity, consistency of a test is no longer a trivial property. Many
well known and popular tests fail to have the consistency in this set up (see e.g., [29,6]). We will see that the NN test also
has a similar problem. To demonstrate this, let us consider a simple example, where the components of F are independent
and identically distributed (i.i.d.) N(0, 1), while those of G are i.i.d. N(0.2, 1.2). We generated 20 observations from each
distribution to test the null hypothesis H0 : F = G against the alternative hypothesis H1 : F ≠ G, and we carried out this
experiment for different values of d ranging between 2 and 1024. For each value of d, we repeated the experiment 500 times,
and the estimated power of the NN test (i.e., proportion of times it rejected H0) is plotted in Fig. 1. Recall that the NN test
rejectsH0 for large values of the statistic TNN,k =

1
kn [
n1

i=1
k

r=1 Ixi(r)+
n2

i=1
k

r=1 Iyi(r)], where Iz(r) denotes the indicator
variable that takes the value 1 if and only if z and its rth (r ≤ k) nearest neighbor come from the samedistribution. For finding
the neighbor of z, here we use the leave-one-out method, where z itself is not considered as its neighbor. Throughout this
article, for our numerical work, we use k = 3, which has been observed to perform well in the literature (see e.g., [26]).

Note that in this example, each and every component variable provides some evidence against H0. So, one would expect
the power of any reasonable test to increase to 1 as d increases. Surprisingly, that was not the case for the NN test. Initially
its power increased with d, but then it dropped down to zero (see Fig. 1). Our proposed tests (described in Section 2) could
overcome this limitation of the NN test. Their powers converged to unity as the dimension increased (see the power curves
for tests based on TNN1,k and TNN2,k in Fig. 1). In the next section, we first investigate the reasons behind the failure of the NN
test in the above example, and then we develop our proposed tests based on nearest neighbor type coincidences.

2. Proposed tests based on nearest neighbors

Let X1,X2
i.i.d
∼ F , where the component variables are i.i.d. N(µ1, σ

2
1 ), and Y1, Y2

i.i.d
∼ G, where the component variables

are i.i.d. N(µ2, σ
2
2 ). Clearly, ∥X1 − X2∥

2/2σ 2
1 and ∥Y1 − Y2∥

2/2σ 2
2 both follow chi-square distribution with d degrees of

freedom, while ∥X1 − Y1∥
2/(σ 2

1 + σ 2
2 ) follows non-central chi-square distribution with d degrees of freedom and the

non-centrality parameter (µ2 − µ1)
2/(σ 2

1 + σ 2
2 ). Here ∥ · ∥ denotes the usual Euclidean norm. It is easy to check that

as d → ∞, d−1
∥X1 − X2∥

2 p
→ 2σ 2

1 , d
−1

∥Y1 − Y2∥
2 P

→ 2σ 2
2 and d−1

∥X1 − Y1∥
2 P

→ σ 2
1 + σ 2

2 + (µ2 − µ1)
2. In fact,

these above convergence results hold as long as the components of F and G are i.i.d. with finite second moments (follows
from weak law of large numbers (WLLN)). In the example in Section 1, we had µ1 = 0, µ2 = 0.2, σ 2

1 = 1 and σ 2
2 = 1.2

leading to 2σ 2
1 < σ 2

1 + σ 2
2 + (µ2 − µ1)

2 < 2σ 2
2 . Therefore, for large d, while each and every observation from F had

its all k (k = 3) neighbors from F , no observation from G had any of its neighbors from G. As a result, TNN,k attained the
value 1/2, which was close to its expected value under H0. Consequently, the NN test could not reject H0 even on a single
occasion. Now, let us define T1,k =

1
n1k

n1
i=1
k

r=1 Ixi(r), the proportion of neighbors of x-observations coming from F

and T2,k =
1

n2k

n2
i=1
k

r=1 Iyi(r), the proportion of neighbors of y-observations coming from G. Under H0, T1,k and T2,k are
expected to be close to their expectations EH0(T1,k) = (n1 − 1)/(n − 1) and EH0(T2,k) = (n2 − 1)/(n − 1), respectively. But
under H1, the deviations T1,k − EH0(T1,k) and T2,k − EH0(T2,k) are supposed to be large. Note that the NN test statistic TNN,k is
given by TNN,k = (n1T1,k + n2T2,k)/n, and hence TNN,k − EH0(TNN,k) = {n1(T1,k − EH0(T1,k))+ n2(T2,k − EH0(T2,k))}/n. In our
example, T1,k converges to 1 and T2,k converges to 0. So, in this type of examples,while T1,k−EH0(T1,k) turns out to be positive,
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