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We consider the problem of simultaneously estimating a mean response function and its
partial derivatives, when the mean response function depends nonparametrically on two or
more covariates. To address this problem, we propose a “compound estimation” approach,

in which differentiation and estimation are interchangeable: an estimated partial deriva-
tive is exactly equal to the corresponding partial derivative of the estimated mean response

AMS 2010 subject classifications:

ggg?g fqn_ction. Compound estimation yields ess_ential.ly optimal convergence rates and may ex-
62P10 hibit substantially smaller squared error in finite samples compared to local regression.
62G20 We also explain how to employ compound estimation under more general circumstances,

when the mean response function depends parametrically on some additional covariates
Keywor f_iS-' and the observations are not statistically independent. In a case study, we apply compound
Derivative estimation to examine how the progression of Parkinson’s disease may relate to a subject’s

Parkinson’s disease

Randorn effects age and the signal fractal scaling exponent of the subject’s recorded voice. Especially among

Regression those intermediate in age, an abnormal signal fractal scaling exponent may portend greater

Repeated measures symptom progression.
Telemonitoring © 2015 Elsevier Inc. All rights reserved.

1. Introduction

Let J and D be positive integers. Suppose that we observe data from the nonparametric regression model
Yi:M(Xi)+€i fori€{17'~'an}7 (])

where the mean response function 1 (x) is defined on a (nonempty) compact rectangle X C R and has continuous deriva-
tives of order (J + 1), the vectors of observed covariate values Xq, ..., X, belong to X, and €4, ..., €, are independent
zero-mean errors with variances bounded above by a constant M € (0, co). Without loss of generality, we assume that
X = [—1, 1]P except where otherwise indicated. Also, for the purpose of developing theory in this work, we regard covari-
ate values as fixed; if they were realizations of a random process, then our analysis is conditional on those realizations.
Our goal for model (1) is to simultaneously estimate 1(x) and its derivatives of up to order J, in such a way that differ-
entiation and estimation are interchangeable: a partial derivative of 77(X) estimates the corresponding partial derivative of
L (x), with the same tuning parameters used in the estimation of both 1 (x) and its derivatives. In Section 2 we propose a
“compound estimator” that accomplishes this objective for arbitrary J and D while enjoying essentially optimal convergence

Abbreviations: BLUE, best linear unbiased estimator; UPDRS, Unified Parkinson’s Disease Rating Scale.
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rates for both p(x) and its derivatives, in that the attained convergence rate differs from what is optimal, as identified by
Stone [30,31], by only a logarithmic factor.

This problem is of interest because of the numerous practical applications. These range from modeling biological pro-
cesses such as human growth [26] and disease progression [25] to identifying the structure of nanoparticles from light
scattering [4] and the composition of bulk materials from Raman spectroscopy [5]. Further applications of derivative esti-
mation include the analysis of particle velocimetry data, in particular the estimation of vorticity in a turbulent flow [11], and
the examination of acoustic Doppler velocimetry data, in particular the replacement of spurious information and detection
of spikes [12]. In applications related to human disease, derivative estimation permits greater understanding of the marginal
benefits or harms associated with changes in risk factors, with implications for the levels of effort and investment directed
toward altering modifiable risk factors and monitoring non-modifiable risk factors. For example, one may wonder at which
ages of a patient and previous values of a diagnostic test for Parkinson’s disease are deteriorations most worrisome.

Derivative estimation is also important to economic and other time series data analyses. For instance, Park et al. [23] study
nonparametric regression for a response variable bounded by a known constant at one end, as may occur for an economic
index. Yang et al. [36] examine derivative estimation for generalized additive models, indicating its importance for inferences
regarding elasticities and returns to scale. Lu [20] notes a relationship between derivative estimation and chaos, indicating
that estimation of Lyapunov exponents is connected to inferences regarding partial derivatives of an autoregression function.
There is also literature on estimating derivatives of probability density functions, rather than of mean response functions.
We do not survey it except to mention the recent paper by Chacén and Duong [3], which has a substantial bibliography and
mentions applications in clustering, image analysis, and object tracking.

Additionally, derivative estimation may be relevant to some problems in statistical inference. For instance, Yin and Li [37]
rely on derivative estimation to implement their methodology for “sufficient dimension reduction”, which seeks to reduce
the number of covariates in a regression model without sacrificing predictive utility [ 15,10]. More specifically, letting Y and
X denote a response variable and a p x 1 predictor vector respectively, Yin and Li [37] wish to replace X by "X, where 8
isap x dp matrix with dy < p. To this end, they estimate dE(Y|X = x)/0x, which equals BE(Y|/3TX = u)/Jdu and thus
allows them to recover (the span of) 8. For this purpose they use local regression, as their approach to sufficient dimension
reduction does not necessitate interchangeability of differentiation and estimation in the sense indicated above. Even so,
our simulation studies in Section 5 provide some suggestion that compound estimation may outperform local regression in
terms of squared error.

We also consider a generalization of model (1) for scenarios with repeated measures on subjects and/or so many covari-
ates that treating all of their contributions nonparametrically is undesirable. This generalization, a semiparametric model
with random effects, has the form

K

Y= Zﬁkzk,y+ﬂ(xu)+yi+éy forief{l,...,n},je{1,...,m}. (2)
k=1

Above, Y;; denotes the jth (of m;) response(s) for subject i, Zle Bz, ij is the parametric fixed effects contribution from co-
variates in (z1, ..., zx)", (1 (X;) is the nonparametric fixed effects contribution from covariates in X, y; is the random effect
for subject i, and ¢;; is an error term.

Our goal for model (2) is to simultaneously estimate p(X), its derivatives of up to order J, and the coefficients 81, .. ., B,
in such a way that differentiation and estimation are interchangeable. In Section 3 we show how this objective can be
accomplished using compound estimation, and we identify circumstances where essentially optimal convergence rates are
obtained.

Model (2) and variants thereof are of considerable practical utility, but they have typically been studied assuming that the
covariate x is a scalar (e.g., [38]; [27], and references therein; [ 16]). Moreover, there has been little emphasis on derivative
estimation. The present paper is partly motivated by - and will use model (2) with a vector covariate X and derivative
estimation to address - the question of how Parkinson’s disease symptoms progress in relation to the vocal characteristics
of patients, which constitute a sort of diagnostic test [17,32]. Section 4 provides a fuller description of the publicly available
Parkinson’s telemonitoring data set, including definitions of the response variable and covariates. For now we mention that
D = 2 (number of covariates treated nonparametrically) and K = 7 (number of covariates treated parametrically), which
should suffice for a basic understanding of Fig. 1.

The top panel of Fig. 1 is a close-up near a local minimum of an estimate of 1(x1, X,) obtained from local regression
[9,18], an existing method that may be regarded as a benchmark in light of previously established optimality results [30,31].
The middle and bottom panels of Fig. 1 show estimates of %IL(XL x2) and %u(xl, x2). The “+” symbol identifies the lo-
cal minimum, while the “x” symbol identifies the location at which both partial derivative estimates are zero. These two
locations being different is not a consequence of numerical error but rather a fundamental problem with local regression,
namely that the operations of differentiation and estimation are not interchangeable. Compound estimation overcomes this
problem, thereby eliminating the logical inconsistencies among inferences about (. (x1, Xo) and how this function varies with
respect to x; and x».

However, compound estimation does more than eliminate logical inconsistencies. While we contend that compound
estimation produces more credible results for the Parkinson’s telemonitoring data set than does local regression, we further
validate compound estimation in Section 5 through simulation studies. More specifically, we demonstrate that compound
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