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a b s t r a c t

This paper discusses the problem of testing the sphericity of a covariance matrix in high-
dimensional frameworks. A new test procedure is put forward by taking the maximum of
two existing statistics which are proved weakly independent in our settings. Asymptotic
distribution of the new statistic is derived for generally distributed population with a fi-
nite fourth moment. Extensive simulations demonstrate that the proposed test has a great
improvement in robustness of power against variousmodels under the alternative hypoth-
esis.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Large-scale statistical inferences involving covariance matrices are increasingly encountered in many scientific research
fields, such as signal processing, image processing, genetics, and stock marketing. A basic problem among such inferences is
the sphericity test for covariancematriceswhen the number of observations is not negligiblewith respect to the sample size.

Generally, let x1, . . . , xn, xi ∈ Rp, be a sequence of independent and identically distributed zero-mean random vectors
with a common population covariance matrix Σp. The sample covariance matrix takes the form Sn =

n
i=1 xix

′

i/n.
Hypotheses regarding to the sphericity test are

H0 : Σp = σ 2Ip vs. H1 : Σp ≠ σ 2Ip,

where σ 2 is the unknown scalar proportion. Our interest is to study this test based on Sn for general population, in an
asymptotic framework where both p and n tend to infinity with p/n → c ∈ (0, ∞).

There are a number of works in the literature addressing the sphericity test in high-dimensions. Ledoit and Wolf [12]
generalized the locally best invariant (LBI) test which was set up by [9,10] in a fixed p context. This result was later refined
in [18] by applying anunbiased estimator of tr(Σ2

p )/p. Fisher et al. [8] studied ahomogeneous test constructed fromunbiased
estimators of tr(Σk

p )/p, k = 2, 4.However, these tests heavily rely on an assumption that the sample is normally distributed.
For non-normal cases, Chen et al. [6] developed a new method where the statistic was constituted by some well selected
U-statistics, but this technique carries a burden of doing extensive computations. Srivastava et al. [20] proved that the test
in [18] is still valid when the kurtosis of the underlying distribution is close to 3, the Gaussian case. Recently, Wang and
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Yao [21] corrected the LBI test and the Gaussian likelihood ratio test [1] in high-dimensions for arbitrary distribution, and
provided a finite fourth moment. For more references, one is referred to [11,19,5,15,4], etc.

Among all these tests, we are particularly interested in those from [18,8]. Asymptotic joint distribution of these two test
statistics is derived for general populations under both the null and alternative hypotheses. With this joint distribution, we
are surprised to find that the two tests are almost independent when the limiting ratio c is large, so that one test statistic
has significant changes while the other may not, and vice versa. This inspires us to propose a new test procedure that can
reject the sphericity hypothesis when any of the two statistics is large. It turns out that the new test achieves excellent
performance on robustness of power compared with the original ones.

The rest of the paper is organized as follows. Section 2 reviews the unbiased estimators of tr(Σk
p )/p built on normality

assumption and investigates their asymptotic behaviors for general population under moment conditions. In Section 3,
we discuss the relationship between Srivastava’s test and Fisher et al.’s test, and then formulate our new test procedure.
Section 4 reports simulation results and Section 5 presents conclusions and remarks. Technical proofs are deferred to the
last section.

2. Estimators of tr(Σk
p )/p and their asymptotic properties

Let Hp and Fn be spectral distributions of Σp and Sn, respectively. Then integer moments of Hp and Fn are defined by

αk :=


tkdHp(t) =

1
p
tr(Σk

p ) and β̂k :=


xkdFn(x) =

1
p
tr(Skn),

k = 0, 1, 2, . . . . Assuming the sample data are normally distributed, estimators of αi, i = 1, 2, 3, 4, employed in succession
in [18,8,7] were proved to be unbiased, consistent, and asymptotically normal. Moreover, these estimators can be expressed
as polynomials of β̂k’s, i.e.,

α̂1 = β̂1,

α̂2 = τ2


β̂2 − cnβ̂2

1


,

α̂3 = τ3


β̂3 − 3cnβ̂2β̂1 + 2c2n β̂

3
1


,

α̂4 = τ4


β̂4 − 4cnβ̂3β̂1 −

2n2
+ 3n − 6

n2 + n + 2
cnβ̂2

2 +
10n2

+ 12n
n2 + n + 2

c2n β̂2β̂
2
1 −

5n2
+ 6n

n2 + n + 2
c3n β̂

4
1


,

where cn = p/n, τ2 = n2/[(n− 1)(n+ 2)], τ3 = n4/[(n− 1)(n− 2)(n+ 2)(n+ 4)], and τ4 = n5(n2
+ n+ 2)/[(n+ 1)(n+

2)(n + 4)(n + 6)(n − 1)(n − 2)(n − 3)]. When the underlying distribution is not normal, we show that the unbiasedness
does not hold any more for α̂2, α̂3, and α̂4, but the consistency and asymptotic normality can be retained under suitable
assumptions.

Assumption (a). The sample and population sizes n, p both tend to infinity, in such a way that cn = p/n → c ∈ (0, ∞).

Assumption (b). There is a doubly infinite array of i.i.d. random variables (wij), i, j ≥ 1, satisfying

E(w11) = 0, E(w2
11) = 1, E(w4

11) < ∞,

such that for each p, n, letting Wn = (wij)1≤i≤p,1≤j≤n, the observation vectors can be represented as xj = Σ
1/2
p w.j where

w.j = (wij)1≤i≤p denotes the jth column ofWn.

Assumption (c). The population spectral distributionHp ofΣp weakly converges to a probability distributionH , as p → ∞,
and the sequence of spectral norms (∥Σp∥) is bounded.

Assumptions (a)–(c) are classical conditions of the central limit theorem for linear spectral statistics of sample covariance
matrices, see [2,3]. From the third assumption, moments of Hp converge to the corresponding moments of H , that is,

αk → α̃k :=


tkdH(t),

as p → ∞, for any fixed k ∈ N.

Lemma 1. Suppose that Assumptions (a)–(c) hold, then

(i) the estimator α̂k is strongly consistent, i.e.,

α̂k − αk
a.s.
−→ 0, k = 1, 2, 3, 4.
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