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a b s t r a c t

Existing high dimensional two-sample tests usually assume that different elements of a
high dimensional predictor are weakly dependent. Such a condition can be violated when
data follow a low dimensional latent factor structure. As a result, the recently developed
two-sample testing methods are not directly applicable. To fulfill such a theoretical gap,
we propose here a Factor Adjusted two-Sample Testing (FAST) procedure to accommodate
the low dimensional latent factor structure. Under the null hypothesis, together with
fairly weak technical conditions, we show that the proposed test statistic is asymptotically
distributed as a weighted chi-square distribution with a finite number of degrees of
freedom. This leads to a totally different test statistic and inference procedure, as compared
with those of Bai and Saranadasa (1996) and Chen and Qin (2010). Simulation studies are
carried out to examine its finite sample performance. A real example on China stockmarket
is analyzed for illustration purpose.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Let Xki = (Xki1, . . . , Xkip)
⊤

∈ Rp be the information collected from the ith subject in the kth (k = 1, 2) group, with
E(Xki) = µk ∈ Rp and cov(Xki) = Σ . Then, the classical two-sample test concerns about testing the null hypothesis
H0 : µ1 = µ2 against the alternative H1 : µ1 ≠ µ2. This is a problem of fundamental importance, and has been commonly
encountered in many scientific applications, including economics, finance, genetics, and many others. The corresponding
testing procedures (e.g., Hotelling’s T 2 test) are well studied when p is fixed [2]. However, when p is much larger than n, the
traditional methods, such as Hotelling’s T 2 test, cannot be computed, as the sample covariance matrix is not invertible. This
makes two-sample test for ultra high dimensional data a problem of importance; see, for example, [3,6,15], and [4].

Recently, a number of useful methods have been developed for high dimensional two-sample test. Nevertheless, their
applicability relies on one critical assumption. That is different elements of Xki for k = 1, 2 should be weakly dependent.
Mathematically, this requires that tr(Σ4) = o{tr2(Σ2)}; see, for example, condition (2.8) in [17] and condition (3.7) in [6].
It is worthy mentioning that such an assumption can be violated if the eigenvalues of Σ are dominated by a few top ones.
This can happen if Xki follows a low dimensional latent factor structure [9,16]. For the purpose of illustration, we assume
that Xki = BZki + εki, where each element of the factor loading B ∈ Rp×d, common factor Zki ∈ Rd, and random error εki are
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all independently generated from a standard normal distribution, with d > 0 is the finite number of common factors. In this
setting, one can verify that tr(Σ4) = dp4{1 + o(1)} and tr(Σ2) = dp2{1 + o(1)}. As a result, tr(Σ4)/tr2(Σ2) → 1/d ≠ 0,
which makes condition (2.8) in [17] and condition (3.7) in [6] invalid. As a result, how to construct a testing procedure for
data of this type becomes a problem of interest.

The aforementioned problem is also empirically motivated. Consider, for example, if our interest is to test Monday effect
in China stock market, for assessing stock market efficiency [10]. To this end, we treat trading days (not stocks) as samples,
and classify different trading days into two groups, according towhether they areMonday (k = 1) or not (k = 2). For a given
trading day i in the kth group,weuseXkij to stand for the jth stock return on this particular trading day in percentage (%). Thus,
Xki = (Xki1, . . . , Xkip)

⊤
∈ Rp records all the stock returns on the (k, i)th day. Then, one way to evaluate Monday effect is to

test whether µ1 = µ2. It is remarkable that for this problem the existing methods of [3] and [6] cannot be directly applied.
The reason is that different stock returns are all heavily correlated with at least one common factor, that is the market
index [14,7]. This makes the leading eigenvalue of the covariance matrix Σ extremely large, which violates condition (3.8)
in [3] and condition (3.7) in [6] seriously. Thus, this application calls for a new method, which can accommodate such a
highly singular eigenvalue structure.

Motivated by the theoretical and practical demand, we aim to develop a two-sample testing procedure for data admitting
a low dimensional latent factor structure. Specifically, we investigate the asymptotic distribution of ∥X̄1 − X̄2∥ under a low
dimensional latent factor model setup, where X̄k stands for the samplemean of the kth group.We demonstrate theoretically
that such a simple discrepancy measure is asymptotically distributed as a weighted chi-square distribution with a finite
degrees of freedom. That leads to a totally different test statistic and inference procedure, as compared with those of Bai
and Saranadasa [3] and Chen and Qin [6]. Extensive simulation studies are conducted to demonstrate its finite sample
performance. A real data example is also presented for illustration purpose.

The rest of the paper is organized as follows. Section 2 introduces the methodology with both model assumptions and
asymptotic theories. Section 3 presents numerical studies based on both simulation and real dataset. The article is concluded
with a short discussion in Section 4. All technical details are relegated to Appendix.

2. Methodology

2.1. Model and notation

Let Xki = (Xki1, . . . , Xkip)
⊤

∈ Rp be a p-dimensional vector collected from the ith subject (1 ≤ i ≤ nk) in the kth
(1 ≤ k ≤ 2) group. Write E(Xki) = µk = (µk1, . . . , µkp)

⊤
∈ Rp and assume cov(Xki) = Σ = (σj1j2) ∈ Rp×p. Then, the

hypotheses of interest are given by

H0 : µ1 = µ2 vs. H1 : µ1 ≠ µ2. (2.1)

To test the null hypotheses in (2.1), it is natural to consider the following Hotelling’s test statistic. That is,

THotelling =


n1n2

n1 + n2

 
X̄1 − X̄2

⊤

Σ̂−1

X̄1 − X̄2


,

where Σ̂ =
2

k=1
nk

i=1(Xki − X̄k)(Xki − X̄k)
⊤/(n1 + n2 − 2) is the sample covariance matrix. Assuming p is fixed and Xki is

normally distributed. Under the null hypothesis of (2.1), THotelling follows a Hotelling’s T 2 distribution with (p, n1 + n2 − 2)
degrees of freedom. Nevertheless, if the data dimension p is considerably larger than the sample size n, the story changes.
In that situation, Σ̂ is not invertible. As a result, the test statistic THotelling is no longer computable.

2.2. Existing methods

To fix the aforementioned problem with p ≫ n, Bai and Saranadasa [3] proposed the following test statistic

TBS = ∥X̄1 − X̄2∥
2
−


n1 + n2

n1n2


tr(Σ).

Assuming appropriate regularity conditions and also p/n → c for some constant c > 0, Bai and Saranadasa [3] demonstrates
that TBS/var1/2(TBS) follows a standard normal distribution asymptotically. Such a test was further improved by Chen and
Qin [6] to the following test statistic

TCQ =

n1
i≠j

X⊤

1i X1j

n1(n1 − 1)
+

n2
i≠j

X⊤

2i X2j

n2(n2 − 1)
− 2

n1
i=1

n2
j=1

X⊤

1i X2j

n1n2
.

Under the null hypothesis of (2.1), Chen and Qin [6] proved that TCQ /var1/2(TCQ ) follows a standard normal distribution,
even if p/n → ∞.
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