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a b s t r a c t

Let X1, . . . , Xn be independent and identically distributed random variables with distribu-
tion F. Assuming that there are measurable functions f : R2

→ R and g : R2
→ R

characterizing a familyF of distributions on the Borel sets of R in the way that the random
variables f (X1, X2), g(X1, X2) are independent, if and only if F ∈ F , we propose to treat
the testing problem H : F ∈ F , K : F ∉ F by applying a consistent nonparametric inde-
pendence test to the bivariate sample variables (f (Xi, Xj), g(Xi, Xj)), 1 6 i, j 6 n, i ≠ j. A
parametric bootstrap procedure needed to get critical values is shown to work. The consis-
tency of the test is discussed. The power performance of the procedure is compared with
that of the classical tests of Kolmogorov–Smirnov and Cramér–von Mises in the special
cases where F is the family of gamma distributions or the family of inverse Gaussian dis-
tributions.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Let G be some general nonparametric class of non-degenerate distributions on the Borel sets of R, and let ∅ ≠ F =

{F(·;ϑ);ϑ ∈ Θ} $ G be a parametric subfamily indexed by some parameter ϑ ∈ Θ , whereΘ ≠ ∅ is a subset of Rd, say. Let
X1, . . . , Xn, . . . be real valued, independent and identically distributed random variables with unknown distribution F ∈ G.
Let us express the fact that X1 has distribution (function) F by X1 ∼ F. On the basis of X1, . . . , Xn we consider testing the
hypothesis

H : F ∈ F (1.1)

against the general alternativeK : F ∈ G\F . Let us assume that there aremeasurable functions f : R2
→ R and g : R2

→ R
characterizing the family F in the way that the random variables f (X1, X2), g(X1, X2) are independent, if and only if F ∈ F .

Example 1.1. (1) The independence of X1 − X2 and X1 + X2 characterizes the family of normal distributions [5].
(2) Let the Xi be non-negative. Then

X1
X1+X2

and X1+X2 are independent, if and only ifF is the family of Gamma distributions
G(α, λ)with shape parameter α > 0 and scale parameter λ > 0 [22].

(3) Let the Xi be positive with finite moments E(X2
1 ) and E(X−1

1 ). Then X = (X1 + X2)/2 and V =
1
2


1
X1

+
1
X2


−

1
X

are independent if and only if F is the family of inverse Gaussian distributions IG(µ, λ) with densities given by
λ
2π x

−3/2 exp

−
λ(x−µ)
2µ2x


, x > 0, for parameter values µ > 0 and λ > 0 [19].
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(4) Let 0 < X1 < 1. Then the independence of 1−X1
1−X1X2

and 1 − X1X2 characterizes the family of beta distributions [30].
(5) Let X1 > 0 and let the distribution function of X1 be strictly increasing. Then min(X1, X2) and |X1 − X2| are independent

if and only if X1 has an exponential distribution [12, Theorem 3.3.1].

Given independent and identically distributed bivariate random vectors (Y1, Z1), . . . , (Yn, Zn) with absolutely continuous
distribution, the hypothesis of independence of Yj and Zj can simply and consistently be tested by using the Hoeffding–
Blum–Kiefer–Rosenblatt independence criterion, that is by rejecting the hypothesis of independence for large values of

Tn = n

(Hn(y, z)− Fn(y)Gn(z))2 dHn(y, z),

where

Hn(y, z) =
1
n

n
j=1

I(Yj 6 y, Zj 6 z), (y, z) ∈ R2
,

Fn(y) = Hn(y,∞) =
1
n

n
j=1

I(Yj 6 y), y ∈ R,

Gn(z) = Hn(∞, z) =
1
n

n
j=1

I(Zj 6 z), z ∈ R,

are the empirical distribution functions of the joint and the marginal sample variables. Defining for each 1 6 j 6 n

N1(j) =

n
ν=1

I(Yν 6 Yj, Zν 6 Zj), N2(j) =

n
ν=1

I(Yν 6 Yj, Zν > Zj),

N3(j) =

n
ν=1

I(Yν > Yj, Zν 6 Zj), N4(j) =

n
ν=1

I(Yν > Yj, Zν > Zj),

it turns out that

Tn =
1
n4

n
j=1

(N1(j)N4(j)− N2(j)N3(j))2.

In what follows, let n > 2.We introduce the bivariate random vectors

(Yij, Zij) =

f (Xi, Xj), g(Xi, Xj)


, 1 6 i, j 6 n, i ≠ j, (1.2)

and adopt the above approach replacing Yj and Zj by Yij and Zij, respectively. The resulting test statistic is

HBKRn = n
 

Hn(y, z)− Fn(y)Gn(z)
2 dHn(y, z),

where now

Hn(y, z) =
1

n(n − 1)

n
i,j=1
i≠j

I(Yij 6 y, Zij 6 z), (y, z) ∈ R2
,

and

Fn(y) = Hn(y,∞), Gn(z) = Hn(∞, z), y, z ∈ R,

are empirical distribution functions of U-statistics structure. There is an alternative expression as before,

HBKRn =
n

(n(n − 1))5

n
µ,ν=1
µ≠ν


N1(µ, ν)N4(µ, ν)− N2(µ, ν)N3(µ, ν)

2
with obvious meaning of Ni(µ, ν), i = 1, 2, 3, 4, i.e.,

N1(µ, ν) =

n
i,j=1
i≠j

I(Yij 6 Yµν, Zij 6 Zµν),

N2(µ, ν) =

n
i,j=1
i≠j

I(Yij 6 Yµν, Zij > Zµν),
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