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h i g h l i g h t s

• We propose a transformation based nonparametric multivariate density estimator.
• We establish convergence in terms of the Kullback–Leibler Information Criterion.
• We propose a supervised hierarchical procedure of model specification.
• Our simulations demonstrate good performance of the proposed estimator.
• Our analysis reveals interesting features of global financial markets.
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a b s t r a c t

We present a probability-integral-transformation-based estimator of multivariate densi-
ties. Given a sample of random vectors, we first transform the data into their correspond-
ing marginal distributions. The marginal densities and the joint density of the transformed
data are estimated nonparametrically. The joint density of the original data is constructed
as the product of the density of the transformed data and marginal densities, which co-
incides with the copula representation of multivariate densities. We show that the Kull-
back–Leibler Information Criterion (KLIC) between the true density and its estimate can
be decomposed into the KLIC of the marginal densities and that of the copula density. We
derive the convergence rate of the proposed estimator in terms of the KLIC and propose
a supervised hierarchical procedure of model selection. Monte Carlo simulations demon-
strate the good performance of the estimator. An empirical example on the US andUK stock
markets is presented. The estimated conditional copula density provides useful insight into
the joint movements of the US and UK markets under extreme Asian markets.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Estimating probability distributions is one of the most fundamental tasks in statistics. With the advance of modern
computer technology, multidimensional analysis has played an increasingly important role in many fields of science. For
instance, the recent financial crisis has called for amore comprehensive approach of risk assessment of the financialmarkets,
inwhichmultivariate analysis of themarkets is of fundamental importance. Estimating the joint distribution of stock returns
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is of independent interest by itself, and constitutes a useful exploratory step that may provide guidance for subsequent
analysis.

This paper concerns the estimation of multivariate density functions. Density functions can be estimated by either
parametric or nonparametric methods. Parametric estimators are asymptotically efficient if they are correctly specified, but
are inconsistent under erroneous distributional assumptions. In contrast, nonparametric estimators are consistent, although
they converge at a slower rate. In nonparametric estimations, the number of (nuisance) parameters generally increases
with sample size. This so called curse of dimensionality is particularly severe for multivariate analysis, where the number of
parameters increases exponentially with both the sample size and the dimension of random vectors.

In this paper, we propose a method that uses the probability-integral-transformation of the marginals to facilitate the
estimation of multivariate densities. The same transformation is used by Ruppert and Cline [10] in univariate density esti-
mations. Let {Xt}

n
t=1, where Xt = (X1t , . . . , Xdt), be an iid random sample from a d-dimensional distribution F with density

f . We first transform Xjt to F̂j(Xjt) for j = 1, . . . , d and t = 1, . . . , n, where F̂j is an estimate of the jth marginal distribution.
Let ĉ be an estimate of the joint density of the transformed data. We then calculate the joint density of the original data by

f̂ (x) = ĉ

F̂1(x1), . . . , F̂d(xd)

 d
j=1

f̂j(xj), (1)

where f̂j’s, j = 1, . . . , d, are the estimated marginal densities of the original data.
Eq. (1) indicates that the joint density can be constructed as the product of marginal densities and the density of the

transformed data. Interestingly this construction coincides with the copula representation ofmultivariate density according
to the celebrated Sklar’s Theorem (1959), in which the first factor of (1) is termed the copula density function. This
representation allows one to assemble an estimator of a joint density by estimating themarginal densities and copula density
separately. A valuable by-product of this approach is the copula density, which completely summarizes the dependence
structure among variables.

Our estimator consists of two steps. We first estimate the marginal densities nonparametrically. In the second step we
estimate the joint density of the transformed data, which is equivalent to the copula density. We propose a nonparametric
estimator of the empirical copula density using the Exponential Series Estimator (ESE) of Wu [15]. The ESE is particularly
suitable for copula density estimations since it is defined explicitly on a bounded support andmitigates the boundary biases
of the usual kernel density estimators, which are particularly severe for copula densities that peak toward the boundaries.
This estimator has an appealing information-theoretic interpretation and lends itself to asymptotic analysis in terms of the
Kullback–Leibler Information Criterion (KLIC).

We present a decomposition of the KLIC between twomultivariate densities into the KLIC between themarginal densities
and that between their respective copula densities, plus a remainder term. This result provides a convenient framework for
the asymptotic analysis of the proposed estimator. We show that the KLIC convergence rate of the proposed estimator is
the sum of the KLIC of the marginal density estimates and that of the copula density estimate, and the remainder term is
asymptotically negligible.

As is common in series estimations, the number of basis functions in the ESE increaseswith the dimension of x rapidly. To
facilitate the selection of basis functions, we propose a supervised hierarchical approach of basis function selection, which
is an incremental model selection process coupled with a preliminary subset selection procedure at each step. We then use
some information criterion such as the Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC) to select
a preferred model.

We conduct two sets of Monte Carlo simulations. The first experiment compares the proposed estimator with a
multivariate kernel density estimator in terms of overall performance. The second experiment examines the estimation of
joint tail probabilities using the proposedmethod, the kernel estimator and the empirical distribution. In both experiments,
the proposed method outperforms its competing methods, oftentimes by substantial margins.

Lastly we apply the proposedmethod to estimating the joint distribution of the US and UK stock markets under a variety
of Asian market conditions. Our analysis reveals how fluctuations and extreme movements of the Asian market influenced
thewesternmarkets in some asymmetricmanner.We note that the asymmetric relation, albeit obscure in the joint densities
of the US and UK markets, is quite evident in the estimated copula densities.

This paper proceeds as follows. Section 2 proposes a two-stage transformation-based estimator of multivariate densities.
Section 3 presents its large sample properties and Section 4 discusses a method of model specification. Sections 5 and 6
present results of Monte Carlo simulations and an empirical application to global financial markets. Section 7 concludes.
Proofs of theorems are gathered in the Appendix.

2. Estimator

Let {Xt}
n
t=1 be a d-dimensional iid random sample from an unknown distribution F with density f , d ≥ 2. We are inter-

ested in estimating f . There exist two general approaches: parametric and nonparametric. The parametric approach entails
functional form assumptions up to a finite set of unknown parameters. The multivariate normal distribution is commonly
used due to its simplicity. The nonparametric approach provides a flexible alternative that seeks a functional approximation
to the unknown density, which is guided by data-driven principles.
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