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a b s t r a c t

Single-index varying coefficientmodel (SIVCM) is a powerful tool formodeling nonlinearity
in multivariate estimation, and has been widely used in the literature due to the fact
that it can overcome the well-known phenomenon of ‘‘curse-of-dimensionality’’. In this
paper, we consider the problem of model detection and estimation for SIVCM. Based on
the proposed combined penalization procedure, we can identify the true model structure
consistently, and obtain a new semiparametricmodel—partially linear single-index varying
coefficient model (PLSIVCM). Under the appropriate conditions, we demonstrate that the
proposed penalized estimators of parametric and nonparametric components of PLSIVCM
are consistent, but their asymptotic distributions are not available. Hence, we extend the
minimum average variance estimation method to PLSIVCM, and establish the asymptotic
normality for the refined estimators of index parameters, constant coefficients and
varying coefficient functions, respectively. The finite sample performances of the proposed
methods are illustrated by a Monte Carlo simulation study and the real data analysis.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Single-index varying coefficient model is a class of important semiparametric model proposed in recent years, and has
attracted lots of attention due to its features of both the traditional single-index model (see [8]) and the varying coefficient
model (see [9,6]). The single-index varying coefficient model (SIVCM) assumes the following structure:

Y =

q
j=1

gj(βτX)Zj + ε, (1.1)

where Y is the response variable, X and Z = (Z1, . . . , Zq)τ are covariates, β = (β1, . . . , βp)
τ is a p × 1 vector of unknown

index parameters, g(·) = (g1(·), . . . , gq(·))τ is a q × 1 vector of unknown coefficient functions and the model error ε has
mean 0 and finite variance σ 2. Generally, Z1 may be taken as 1 so that the model has an intercept function term. For the
sake of identifiability, we assume that ∥β∥ = 1 and the first component of β is positive, where ∥ · ∥ denotes the Euclidean
metric. Moreover, when Z = X or Z = (1, X τ )τ , we need the additional identifiability condition, i.e., G(x, z) cannot be the
form as below

G(x, z) = βτ xατ x + γ τ x + c,
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where G(x, z) =
q

j=1 gj(β
τ x)zj, α, γ ∈ Rp, c ∈ R are constants, and α and β are not parallel to each other.

Model (1.1) has two main advantages, one is that it does not suffer from the curse of dimensionality which is often en-
countered in multivariate nonparametric settings, since g(·) is a function vector of univariate variable; the other is that it
includes the nonlinear interaction effects between the covariates X and Z . There are various approaches to estimate the
regression coefficients in model (1.1). For example, Xia and Li [26] investigated a class of single-index coefficient regression
models, which include model (1.1) as a special example. Under the case that Z = (1, X τ )τ , Fan et al. [5] established a new
computationally efficient procedure based on the profile least-squares local linear weighted regression. Xue andWang [29]
proposed an empirical likelihoodmethod, and constructed the empirical likelihood confidence regions for the index param-
eter vector of model (1.1). Xue and Pang [28] obtained estimates of nonparametric and parametric components by using
local linear smoothing and estimating equations, and showed the asymptotic normality and optimal uniform convergence
rate of the estimators. Feng and Xue [7] presented a variable selection procedure based on the basis function approximations
and the smoothly clipped absolute deviation (SCAD, Fan and Li [4]) penalty for model (1.1). Huang et al. [12] proposed a pe-
nalized estimating equations method to simultaneously identify significant variables of the index and estimate the nonzero
coefficients of the index parameters of model (1.1).

In the above studies, they all assumed that the nonlinear interaction effects between the covariates X and Z are existent.
But in practice this is not always true. If the interaction effect between X and Zj is misspecified, it cannot only increase the
complexity of the model but also reduce the estimation accuracy. Since the optimal parametric estimation rate is n−1/2 and
the optimal nonparametric estimation rate is n−2/5, treating a parametric component as a nonparametric component can
over-fit the data and lead to efficiency loss. Therefore, structure identification is important to model (1.1). Huang [11] con-
structed a generalized likelihood ratio (GLR) statistic to test if gj(·) is an unknown constant. Huang et al. [12] proposed a
new generalized testing statistic to test whether gj(·) is a pre-specified parametric function. However, these methods pose
great challenges. On one hand, for each submodel, it is necessary to estimate the coefficient functions and index parameters,
and that will dramatically increase the computational burden. On the other hand, the critical values of their test statistics
are difficult to obtain. Taking these issues into account, we recommend using the penalization method to detect the true
structure and estimate the unknown parametric and nonparametric components for model (1.1). The idea of employing
penalizationmethods to identify themodel structure has been already adopted by some authors in the literature. For exam-
ple, Zhang et al. [32] and Huang et al. [13] proposed two methods for determining the linear and nonlinear components in
partially linear models; Leng [15] and Hu and Xia [10] presented penalization methods to identify the constant and varying
effects in varying coefficient (VC) models. However, these methods cannot do variable selection. Tang et al. [22] proposed
a unified variable selection method for VC models, which can identify the varying and constant coefficients and select the
significant variables simultaneously. Wang and Kulasekera [24] presented a penalization method to simultaneously select
significant variables and detect the true structure of partially linear varying coefficient models by local linear smoothing
and the adaptive LASSO [34].

In this paper, we propose a new combined penalization technique to detect the true structure of the SIVCM, select signif-
icant variables and estimate the unknown index parameters and coefficient functions simultaneously. Specifically, we first
use the B-spline basis to approximate the unknown coefficient functions of model (1.1). Then combining with the restraint
∥β∥ = 1, we adopt the ‘‘delete-one-component’’ method proposed by Yu and Ruppert [30] to construct the penalized least
squares function. Note that, if the coefficient function gj(·) has a zero derivative, then gj(·) is a constant. Thus, based on
the differentiability of B-spline basis functions, we penalize not only the coefficient functions but also their derivatives by
using group SCAD penalty [31]. With proper choice of tuning parameters and knots, we show that the combined penaliza-
tion model detection and variable selection procedure can consistently identify the true structure of the model, and the
estimators of parametric and nonparametric components are consistent.

After the model detection step, the SIVCM (1.1) becomes a new semiparametric model—partially linear single-index
varying coefficient model (PLSIVCM):

Y =

d
j=1

gj(β̃τ X̃)Zj +
s

j=d+1

gjZj + ε, (1.2)

where g1(·), . . . , gd(·) are unknown functional coefficients, gd+1, . . . , gs (s ≤ q) are unknown constant coefficients and β̃
is a ν-dimensional (ν ≤ p) unknown index parameter vector. Obviously, the classical partially linear single-index model
(see [1,25]) is a special case of (1.2) with d = 1 and Z1 = 1. We treat (1.2) as the final model. Compared with model (1.1),
the appearance of linear part in (1.2) further reduces the complexity of the model and also aids to interpretation. Now we
consider the estimation and inference for the parametric components and nonparametric functions ofmodel (1.2). Note that
the resulting penalized estimators are consistent, but their asymptotic distributions are not available. To overcome this, we
update these estimators by the minimum average variance estimation method (MAVE, Xia et al. [27], Xia and Härdle [25]),
and show that the resulting estimators are asymptotically normally distributed. The primary reason why we use MAVE is
that, unlike most other methods, MAVE does not need to undersmooth the nonparametric function estimator to attain the√
n-rate consistency for the parametric components.
The main innovations of the proposed method are as follows: Firstly, our method can select significant variables in the

parametric and nonparametric components while identify the true model structure. We propose a new approach which
directly shrinks the first derivative of the coefficient function to zero. This is very different from the method proposed by



Download	English	Version:

https://daneshyari.com/en/article/1145505

Download	Persian	Version:

https://daneshyari.com/article/1145505

Daneshyari.com

https://daneshyari.com/en/article/1145505
https://daneshyari.com/article/1145505
https://daneshyari.com/

