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a b s t r a c t

This paper discusses the problemof testing for high-dimensional covariancematrices. Tests
for an identity matrix and for the equality of two covariance matrices are considered when
thedata dimension and the sample size are both large.Most importantly, the dimension can
bemuch larger than the sample size. The proposed test statistics are built upon the Stieltjes
transform of the spectral distribution of the sample covariance matrix. We prove that the
proposed statistics are asymptotically chi-square distributed under the null hypotheses,
and normally distributed under the alternative hypotheses. Simulation results show that
for finite dimension and sample size the proposed tests outperform some existingmethods
in various cases.
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1. Introduction

Modern statistical analysis often encounters high-dimensional data. For instance, in DNA microarray analysis, the data
dimension p (e.g. the number of genes of interest) is typically in the thousands, while the sample size n (e.g. the number
of biological samples) is normally in the dozens or at most a couple hundreds. The majority of multivariate statistical
procedures are no longer valid since their asymptotic properties are built within a framework where p is fixed and n
approaches infinity. Therefore, novel statistical procedures which can handle ‘‘large p, large n’’ or even ‘‘large p, small n’’
need to be developed.

In this paper, we are interested in testing for population covariance matrices when the data dimension p can be much
larger than the sample size n. Two tests will be discussed: a one-sample test, testing the identity of a p × p covariance
matrix Σp,

H0 : Σp = Ip vs. H1 : Σp ≠ Ip, (1.1)

and a two-sample test for the equality of two p × p covariance matrices Σ1p and Σ2p,

H0 : Σ1p = Σ2p vs. H1 : Σ1p ≠ Σ2p. (1.2)
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Classical tests based on the likelihood ratio [1] suffer poor performance when p is not negligible with respect to n, since
the sample covariancematrix does not converge to its population counterpart in high-dimensional situations. An important
improvement in [2] corrects these likelihood ratio tests to accommodate situations where both p and n can be large but
p < n. However, this correction cannot be easily extended to situations where p > n as the corrected statistics involve the
logarithm of the determinant of the sample covariance matrix, which is singular when p > n.

There are a number of works in the literature addressing the testing problems in situations where p > n. Ledoit and
Wolf [13] modified certain tests, originally proposed by John [11] and Nagao [17], to adapt situations where p and n increase
at the same rate. The results were later extended in [5] to the case when p/n tends to infinity or zero. In [23], a likelihood
ratio type test was put forward for the identity (and sphericity) test, where only the non-zero sample eigenvalues were
included in the likelihood ratio statistic. Schott [20] proposed a test for the equality of several covariance matrices based on
the sum of squared differences between elements of the sample covariance matrices. In [24,26,25,9], unbiased estimators
of trΣk/p (k = 1, 2, 3, 4) were constructed using functions of the sample covariance matrices, fromwhich some tests were
developed. In [8,14,7], new estimators of trΣk/p were introduced, and some tests were then investigated based on these
estimators.

A common feature among thesemethods is that they put emphasis on the eigenvalues of sample or population covariance
matrices. In particular, the differences in the first few moments of the eigenvalues between the null and the alternative
hypotheses. Most recently, [6] presented a two sample test in sparse settings based on the maximum of standardized
differences between the entries of the sample covariances. For the study of the asymptotic properties of relevant tests,
one is referred to [24,8,14,18].

In this paper, we investigate the testing problems (1.1) and (1.2) from random matrix theory point of view. We focus
on the empirical spectral distributions rather than the moments of population (or sample) eigenvalues. By looking at the
empirical spectral distributions, we are able to utilize the complete distribution of all eigenvalues. One may see that the
new tests can detect a small shift of the bulk eigenvalues. Moreover, the power of the tests increases as the dimension p
increases.

The success of this strategy relies on the convergence theorem of empirical spectral distributions in random matrix
theory. The spectral distribution (SD) GA of anm×mHermitianmatrix (or symmetric in real case) A is themeasure generated
by the eigenvalues {λj} of A,

GA
=

1
m

m
j=1

δλj ,

where δb denotes the Dirac point measure at b. Let x1, . . . , xn be a sequence of i.i.d. zero-mean random vectors in Rp or
Cp, with a common population covariance matrix Σp. The sample covariance matrix takes the form of Sn =

n
k=1 xkx

∗

k/n,
where x∗

k stands for the conjugate transpose of xk. We are interested in the limiting relationship between the following two
SDs as both p → ∞ and n → ∞:

Hp := GΣp and Fn := GSn ,

which are referred as population spectral distribution (PSD) and empirical spectral distribution (ESD), respectively.
Following the conventional assumption in random matrix theory, we assume that Hp weakly converges to a limiting

distribution H , as p → ∞. Then under some regularity conditions, as p, n both tend to infinity with p/n → c > 0, the
ESD Fn converges to a non-random distribution F which relates H via the Marčenko–Pastur (MP) equation through Stieltjes
transform, see (2.1). Particularly, if H = δ1 then the distribution F is the MP law.

The properties of the limiting distribution F offer us a new way to test for population covariances matrices. To test the
hypothesis (1.1), we propose to measure the difference between the ESD Fn and the MP law; to test the hypothesis (1.2), we
propose to measure the difference between the two ESDs.

The rest of this paper is organized as follows. In the next section, we discuss the test for the identity covariance matrix
(1.1). The proposed test statistic is extended to testing for the equality of two covariancematrices (1.2) in Section 3. Section 4
reports simulation results. Conclusions and remarks are presented in Section 5, and proofs are postponed to Appendix.

2. Test for the identity of Σp

2.1. Main assumptions and the Marčenko–Pastur equation

Our model assumptions are as follows.
Assumption (a). Both n, p → ∞ with cn = p/n → c ∈ (0, ∞).
Assumption (b). There is a doubly infinite array of i.i.d. random variables (wjk), j, k ≥ 1 satisfying

E(w11) = 0, E(|w11|
2) = 1, E(|w11|

4) < ∞,

such that for each pair of (p, n), let W = (wjk)1≤j≤p,1≤k≤n, the observation vectors can be represented as xk = Σ
1/2
p w.k

where w.k = (wjk)1≤j≤p denotes the k-th column ofW and Σ
1/2
p stands for any Hermitian square root of Σp.
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