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a b s t r a c t

We introduce the concept of an extremely negatively dependent (END) sequence of random
variables with a given common marginal distribution. An END sequence has a partial
sum which, subtracted by its mean, does not diverge as the number of random variables
goes to infinity. We show that an END sequence always exists for any given marginal
distributions with a finite mean and we provide a probabilistic construction. Through such
a construction, the partial sum of identically distributed but dependent random variables
is controlled by a random variable that depends only on the marginal distribution of
the sequence. We provide some properties and examples of our construction. The new
concept and derived results are used to obtain asymptotic bounds for risk aggregationwith
dependence uncertainty.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

For a given univariate distribution (function) F with finite mean µ, let X1, X2, . . . be any sequence of random variables
from the distribution F and denote the partial sum Sn = X1 +· · ·+Xn for n ∈ N. The distribution of Sn varies under different
assumptions of dependency (joint distribution) among the sequence (Xi, i ∈ N). For example, if we assume that the variance
of F is finite (i.e. (Xi, i ∈ N) is square integrable), then it is well-known that

(a) if X1, X2, . . . are independent, Sn has a variance of order n, and (Sn − nµ)/
√
n converges weakly to a normal distribution

(Central Limit Theorem);
(b) if X1, X2, . . . are comonotonic (when X1, X2, . . . are identically distributed, this means X1 = · · · = Xn a.s.), Sn has a

variance of order n2 and Sn/n is always distributed as F .

However, the following question remains: among all possible dependencies, is there one dependency which gives the
following (c1) or (c2)?

(c1) Sn, n ∈ N have variance bounded by a constant. Equivalently, Sn has a variance of order O(1) as n → ∞;
(c2) (Sn − nµ)/kn converges a.s. for any kn → ∞ as n → ∞. It is easy to see that this limit has to be zero.

The research on questions of the above type is closely related to the following general question:

(A) for a fixed n, what are the possible distributions of the random variable Sn without knowing the dependence structure
of (X1, . . . , Xn)?
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Theoretically, Sn here can be replaced by any functional of (X1, . . . , Xn). In this paper we focus on Sn for it is the most typical
functional studied in the literature, and it has self-evident interpretations in applied fields. Question (A) is a typical question
concerning uncertain dependence structures of random vectors. It involves optimization over functional spaces with non-
linear constraints. One particular problem related to Question (A) is a special case of the multi-dimensional Kantorovich
problem (see [1]): for a cost function c : Rn

→ R, minimize
Rn

c(x1, . . . , xn)dH(x1, . . . , xn) (1.1)

over the set of probability measures H on Rn, whose margins are F . Often c is chosen as a function of x1 + · · · + xn or
x1 × · · · × xn; in such cases (1.1) is reduced to a one-dimensional optimization problem over all possible distributions in
Question (A). The question is naturally associated with research on copula theory, optimal mass transportation, Monte-
Carlo (MC) and Quasi-MC (QMC) simulation, and quantitative risk management. The interested reader is referred to [12]
(for copula theory), [19] (for mass transportation), [10] (for (Q)MC simulation) and [11] (for quantitative risk management).
Moreover, in [15] (Parts I and II), these links as well as recent research developments are extensively discussed with a
perspective of financial risk analysis.

As a special case, when c(x1, . . . , xn) = (x1 + · · · + xn)2, (1.1) is equivalent to the minimization of the variance of Sn:

min{Var(Sn) : Xi ∼ F , i = 1, . . . , n}, (1.2)

where we see a clear connection to (c1)–(c2). When n = 2, (1.1) in the case of a supermodular cost function c is well studied
already in [18]. When n > 3, even for the variance problem (1.2), analytical solutions are unknown for general marginal
distributions. See [16,21,3] for recent research on explicit solutions to (1.2) for n > 3 under particular assumptions, and [7]
and the references therein for numerical calculations. It is obvious that the questions (c1)–(c2), in an asymptotic manner,
are directly linked to (1.2).

Questions (c1)–(c2) are also relevant to the study of risk aggregation with dependence uncertainty. We refer the interested
reader to [8] for a reviewon recent developments in this field,with an emphasis on financial riskmanagement. The aggregate
position Sn represents the total risk or loss random variable in a given period, where X1, . . . , Xn are individual risk random
variables. Assume we know the marginal distributions of X1, . . . , Xn but the joint distribution of (X1, . . . , Xn) is unknown.
This assumption is not uncommon in risk management where interdependency modeling relies very heavily on data and
computational resources. A regulator ormanagermay for instance be interested in a particular riskmeasureρ of Sn. However,
without information on the dependence structure, ρ(Sn) cannot be calculated. It is then important to identify the extreme
cases: the largest and smallest possible values of ρ(Sn), and this relates to question (A) and, in many cases, to (c1)–(c2)
if n is large. To obtain extreme values of ρ(Sn) for finite n, a strong condition of complete mixability is usually imposed in
the literature, and explicit values are only available for some specific choices of marginal distributions; see for example
[21,20,7]. On the other hand, there is limited research on the asymptotic behavior of ρ(Sn) as n → ∞. In this paper, we
use the concept of END to derive asymptotic estimates for the popular risk measures VaR and ES of Sn as n → ∞ for any
marginal distribution F . As a consequence, our results based on END lead to the asymptotic equivalence betweenworst-case
VaR and ES, shown recently by [13,14] under different assumptions on F . As an improvement, our result does not require
any non-trivial conditions on F , and gives the convergence rate of this asymptotic equivalence.

In this paper, we answer questions (c1)–(c2). Contrary to the positive dependence in (b), we use the term extreme negative
dependence (END) for a dependence scenario which gives (c2). We show that there is always an END that yields (c2) if F has
finite mean, and the same dependency also gives (c1) if we further assume that the third moment of F is finite. Within our
framework (c1) is stronger since it at least requires a finite variance and (c2) always has a positive answer, although (c1) and
(c2) are not comparable for a general sequence. Moreover, we show that there exists a dependency among random variables
X1, X2, . . . such that |Sn − nµ| is controlled by a single random variable Z , the distribution of which depends on F but not
on n.

The rest of the paper is organized as follows. In Section 2, we study the sum of END random variables, and show that the
sum is controlled by a randomvariablewith distribution derived from F . As an application of END results, asymptotic bounds
for expected convex functions and riskmeasures of the aggregate risk are studied in Section 3. Some final remarks are put in
Section 4. In this paper, we assume that all random variables that we discuss in this paper are defined on a common general
atomless probability space (Ω, A, P). In such a probability space, we can generate independent random vectors with any
distribution.

2. Extreme negative dependence

2.1. Main results

Throughout the paper, we denote Sn = X1 + · · · + Xn where X1, . . . , Xn are random variables with distribution F , if not
specified otherwise, and we assume that the mean µ of F is finite. We also define the generalized inverse function of any
distribution function F by F−1(t) = inf{x : F(x) > t} for t ∈ (0, 1] and its left endpoint F−1(0) = inf{x : F(x) > 0}. U[0, 1]
represents the standard uniform distribution. For a real number x, we denote by x = x − ⌊x⌋ ∈ [0, 1) the fractional part of
x (and ⌊x⌋ is the integer part of x).
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