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1. Introduction

Interest in nonparametric prediction intervals traces back at least to Wilks [25]. Given two random variables X and Y, an
interval of the form (—oo, Y] is called a (conservative) one-sided nonparametric prediction interval for X at the level p if

PX<Y)=p.

Here, X represents the future observation we want to predict. If we observe an i.i.d. sample of size n from the same dis-
tribution as X, then Y can be chosen as an appropriate order statistic from the sample of size n (see, for example, [11]
Section 7.3). Of course, we do not need a complete sample of size n to construct a nonparametric prediction interval for
X. Guilbaud [12] has used progressively Type-II censored data to construct nonparametric prediction intervals. Balakrish-
nan et al. [3] have constructed nonparametric prediction intervals based on a sample obtained by pooling two independent
Type-II right-censored samples. An efficient computational procedure for this type of data based on a branch and bound
approach has been proposed in [4]. The multi-sample case has been addressed in [23]. An extension to doubly censored data
has been established by Volterman et al. [24].
Before motivating our main result and to ease its motivation, we give a brief description of the models just mentioned.

Model 1 (Type-II Censored Data). Denote the order statistics of an i.i.d. sample X1, . .., X, from the distribution function (df) F
by Xi:n < -+ < Xu. If the data consist only of the first m(n), m(n) < n, order statistics Xi.n < - -+ < Xm(n):n and the information
that Xi.n > Xmny:n, m(n) < i < n, the sample is called Type-II right-censored.
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Fig. 1. Generation process of progressively Type-II censored order statistics.

Model 2 (Progressively Type-IlI Censored Data). Progressively Type-II censored order statistics are defined as follows; (see,

e.g., [2]): Given integers n and m(n), 1 < m(n) < n, and a vector R(n) = (Ri(n), ..., Rmm)(n)) of non-negative integers
withn = m(n) + ZI’;(';) R;i(n) the following censoring mechanism is employed. Suppose that n specimens with random lifetimes
X1, ..., Xq are put on a life test. Then, at the time of the first failure denoted by X1.m(n):n = X1:n, R1(n) items are randomly drawn

from the n— 1 surviving units and withdrawn from the experiment. Then, the life test is continued with the remaining n—1—R1(n)
specimens. At the time of the next failure Xy.;m(n:n, the same procedure is carried out with R, (n) instead of Ry(n). This censoring
process is continued until m(n) failure times X1.m(ny:n < - - - < Xin@):m(n):n have been observed. This notation commonly used in the
literature for this kind of ordered data motivates the notation in formula (3.1). Further, we refer to R(n) = (Ri(n), .. ., Ry (1))
as the censoring scheme. The generation procedure of progressively Type-II censored data is depicted in Fig. 1.

It should be mentioned that a Type-II right censored sample can be seen as a progressively Type-II censored sample with
censoring plan R(n) = (0, ..., n —m(n)). Thus, to unify the notation, we denote an order statistic X;., also by Xj.m(n):n.

An important submodel of Model 2 is given by one-step progressive censoring schemes which turn out to be optimal
design plans in several settings (see, e.g., [2,5,10,20]). Moreover, these plans are important for ordered pooled Type-II
censored samples (see Section 3.4).

Model 3 (Progressive Censoring with One-Step Censoring Plans). Progressive censoring with one-step censoring plans results
by choosing the censoring plan R (n) such that R;(n) is positive for exactly one index j € {1, ..., m(n)}. This corresponds to a
progressive censoring procedure where items are withdrawn at most at one failure time (cf. Fig. 1). For such a censoring procedure
given n and m(n), there is an index v(n), 1 < v(n) < m(n), such that R, (n) = n — m(n) and R;(n) = 0 for j # v(n). Sucha
censoring plan will be denoted by (93(71')"(")

Now, we start to motivate our main result given in Section 2. To do so, consider a Type-II right censored sample of size
n from a continuous df F. Using the notation for Type-II censored order statistics explained at the end of the description of
Model 2, we have

P(X < Ximmyn) = 1<i=<m(n), (1.1)

i
n+1’
where X also has df F and is independent of Ximmy:n, 1 < i < m(n). Eq. (1.1) is an immediate consequence of the
probability integral transform and the expectation of uniform order statistics (see also [11] (7.3.2) withr = m = 1 and
t = 1). It is apparent from Eq. (1.1) that a conservative prediction interval at level p is given by (—00, Xu+1)p):m(n):n] (if
[(n+ 1)p] < m(n); [x] denotes the smallest integer exceeding x). Notice also that for Type-II censored data the maximum
coverage probability is m(n)/(n 4+ 1) which might be less than the desired level of p. A similar remark applies to the other
censoring schemes discussed above. Moreover, it is easily seen that the difference between the level of (—00, X[+1)p1:m(n):n]
and p is of order O(n~!) (provided [(n 4+ 1)p] < m(n) at least for n large).

Similar results apply to other censoring schemes. For instance, for the one-step censoring plans of Model 3 with m(n) =
n—1,wehavefor1<{¢{<n-1

PX < Xen_ 1) = w(0)—— + (1 — w(0)) (12)
1 = w —_— —w —_—, o
= Aln—1mn n+1 n+1

with an appropriate weight 0 < w(¢) < 1,1 < £ < n — 1. Eq. (1.2) follows from the mixture representation of X;.,_1.,,
which is an immediate consequence of the results of Guilbaud [13]. The difference between the level of (—oo, Xy.;,—1.n] and
p is also of order O(n~1). Obviously, if the level of (—00, X¢—1.n—1.n] is less than p and the level of (—00, X.n_1.0] is larger
than p, then the coverage accuracy of the ‘linearly interpolated interval’

(_007 q 'Xé—l:n—l:n + (1 - Q) 'Xl:n—lzn]v 0< q< 17

might be better than the coverage accuracy of any of the two foregoing intervals.

However, the question is whether this improvement in coverage accuracy is significant. Beran and Hall [6] addressed
this issue for the particular case when the data is an i.i.d. sample of size n. They proved that in this case the coverage
error of the prediction interval (—oo, gX;.n + (1 — q)X;11.n] at the level p, where r is such thatr < p(n+ 1) <r + 1
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