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a b s t r a c t

We obtain random vectors with null third-order cumulants by projecting the data
onto appropriate subspaces. Statistical applications include, but are not limited to, the
robustification of Hotelling’s T 2 test against nonnormality. Our approach only requires the
existence of the third-order moments and leads to normal transformed variables when the
parent distribution belongs to well-known classes of sample selection models.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Let µ = (µ1, . . . , µd)
T be the mean of a d-dimensional random vector x = (X1, . . . , Xd)

T satisfying E
XiXjXk

 < +∞

for i, j, k = 1, . . . , d. The third cumulant of x is the d2 × d matrix κ3 (x) = E

(x − µ) ⊗ (x − µ)T ⊗ (x − µ)


, where ‘‘⊗’’

denotes the Kronecker product (see, for example, [6]). In the following, when referring to a third cumulant, we implicitly
assume the existence of all the third-order moments of the corresponding random vector. The third cumulant of x is a null
matrix when x is symmetric about a real vector c ∈ Rd, that is if x − c and c − x are identically distributed. However, the
converse is not necessarily true, as shown by many univariate examples. Bearing this in mind, we shall refer to random
vectors whose third cumulants are null matrices as to weakly symmetric vectors. Weak symmetry, or lack of it, plays a
fundamental role in probability and statistics. As a first example, the asymptotic distributions of commonly used MANOVA
statistics greatly simplify when the sampled distribution is weakly symmetric [14]. As a second example, multivariate
sample means admitting valid Edgeworth expansions converge to normality at a quicker rate, when the observations are
weakly symmetric [32]. Similar comments hold for the asymptotic distribution of maximum likelihood estimates [36]. As a
third example, theoretical and empirical results [29,30,7,5] hint that sampling distribution of Hotelling’s T 2 statistic is quite
robust to nonnormality, when the sampled distribution isweakly symmetric.Moreover, theoretical results in [10] imply that
the Kolmogorov distance between the sampling distribution of Hotelling’s statistic and the chi-squared distribution with d
degrees of freedom converges to zero at a faster rate when the sampled distribution is d-dimensional, weakly symmetric,
centered at the origin and has finite moments of appropriate order.

Symmetry is usually pursued by means of power transformations, primarily the Box–Cox one. Statistical applications
include skewness removal fromHotelling’s T 2 statistic when testing hypotheses about amultivariatemean [8,34]. However,
power transformations suffer from some serious drawbacks, as pointed out by Hubert and van der Veeken [18] and Lin and
Lin [22], among others. In the first place, the transformed variables are neither affine invariant nor robust to outliers. In the
second place, they might not be easily interpretable nor jointly normal.
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For the sake of completeness, we shall mention two symmetrization techniques different from power transformations.
Hall [15] studied empirical transformations for removingmost of the skewness of an asymmetric statistic using amonotone
and an invertible cubic polynomial. Fujioka and Maesono [11] also propose a transformation for removing skewness from
U-statistics. Both transformations are limited to univariate data.

The present paper deals with the above issues by means of appropriate linear transformations, with special emphasis
on Hotelling’s T 2 statistic and nonrandom sampling. The approach is nonparametric in nature, since it applies to any
multivariate data with finite third-order moments. It also leads to multivariate normal transformed variables, under some
additional assumptions. Both real and simulated data encourage its use in statistical practice.

The rest of the paper is organized as follows. Sections 2 and 3 describe the symmetrizationmethods for the bivariate case
and the multivariate case, respectively. Section 4 applies the method described in Section 3 to nonrandom samples from
multivariate normal distributions. Sections 5 and 6 assess the practical relevance of the theoretical results in the previous
sections by means of simulation studies and numerical examples, respectively. Section 6.1 contains some concluding
remarks and hints for future research. All proofs are deferred to the Appendix.

2. The bivariate case

This section investigates the simplest case of linear transformations to symmetry, which involves two random variables
only. We shall motivate it with the following example. Let Z1, Z2, Z3 be three independent, identically distributed gamma
variables. Also, letW1 = Z1−Z3 andW2 = Z2−Z3. ThenW1 andW2 are symmetric random variables but the third cumulant
of w = (W1,W2)

T is not a null matrix. As a direct consequence, no componentwise power transformation

W a

1 ,W
b
2

T , with
a, b ∈ R, has a third cumulant which is a null matrix. However, there are three linear functions of w which are symmetric:
W1,W2 and W1 − W2.

A natural question to ask is whether any two random variables with finite third moments X1 and X2 might be linearly
combined to form another random variable a1X1 + a2X2 whose third cumulant is zero. Surprisingly enough, the answer is
in the affirmative, as it can be shown constructively. When the third cumulant of either variable is zero, the linear function
might be taken as the variable itself. Hence, without loss of generality, we shall assume that the third cumulants of both X1
and X2 are different from zero. The third cumulant κ3 (W ) of the random variable W = wX1 + X2 is E


(wY1 + Y2)

3
=

w3E

Y 3
1


+ 3w2E


Y 2
1 Y2


+ 3wE


Y1Y 2

2


+ E


Y 3
2


, where Y1 = X1 − E (X1) and Y2 = X2 − E (X2). The third cumulant ofW is

then a cubic polynomial inw: κ3 (W ) = aw3
+bw2

+cw+d, where a = E

Y 3
1


, b = 3E


Y 2
1 Y2


, c = 3E


Y1Y 2

2


, d = E


Y 3
2


.

By elementary algebra the cubic equation ax3 + bx2 + cx + d = 0 has at least one real root, that is s + t − v, where s =
3
√
r + u, t =

3
√
r − u, u =


q3 + r2, q =


3ac − b2


/

9a2


, r =


9abc − 27a2d − 2b3


/

54a3


, v = E


Y 2
1 Y2


/E


Y 3
1


.

Sample moments provide convenient choices for the variables X1 and X2 in many statistical applications. For example,
let Mn and Qn be the first and second sample moment of n random variables with finite sixth-order moments. Then there
is a real value w such that the third cumulant of wMn + Qn is zero. As a direct consequence, under very general conditions,
it is possible to find an affine function of the first and second sample moment which converges to the standard normal
distribution at a faster rate than the standardized sample mean itself.

The method naturally generalizes to any d-dimensional random vector x = (X1, . . . , Xd)
T , with d > 2 and finite third-

order moments. Without loss of generality, we can assume that the variance of x is a positive definite matrix and that all
components of x are standardized random variables whose third moments are different from zero. Also, let β1, . . . , βd be
d-dimensional real vectors such that the ith component of βi is zero, for i = 1, . . . , d. We can then apply the above described
method to the pairs


X1, β

T
1 x


, . . . ,


Xd, β

T
d x


to obtain theweakly symmetric random variables Y1 = α1X1 +βT

1 x, . . . , Yd =

αdXd + βT
d x, where αi ∈ R0, for i = 1, . . . , d. Judiciously chosen vectors β1, . . . , βd will yield a vector y = (Y1, . . . , Yd)

T

whose variance is a positive definite matrix. As an example, consider the trivariate random vector x = (X1, X2, X3)
T and

apply the method described to the pairs (X1, X2) , (X2, X3) and (X3, X1) to obtain the weakly symmetric random variables
Y1 = α1X1 + X2, Y2 = α2X2 + X3, Y3 = α3X3 + X1. It follows that the variance of (Y1, Y2, Y3)

T is a positive definite matrix
and that β1 = (0, 1, 0)T , β2 = (0, 0, 1)T , β3 = (1, 0, 0)T . However, the vector y = (Y1, . . . , Yd)

T is not in general weakly
symmetric, despite the fact that all its components are. We shall deal with this problem in the next section, bymaking some
assumptions about the rank of the third cumulant.

3. The multivariate case

This section deals with linear transformations to symmetry of several variables, motivated by the problem of testing the
hypothesis that the mean µ = (µ1, . . . , µd)

T of a d-dimensional random vector x = (X1, . . . , Xd)
T equals a known real

vector µ0 = (µ01, . . . , µ0d)
T . In a nonparametric setting, the natural test statistic is Hotelling’s T 2, whose distribution is

approximately chi-squared when the sample size is large and the parent population is not too skewed. When this is not the

case, the power method approaches the problem by looking for a transformation y =


Xλ1
1 , . . . , Xλd

d

T
which is symmetric,

where λi ∈ R for i = 1, . . . , d. Under the null hypothesis, the mean of y is in general different from

µ

λ1
01, . . . , µ

λd
0d

T
, and it
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