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a b s t r a c t

This paper considers the estimation of the parameters of measurement error models
where the estimated covariance matrix of the regression parameters is ill conditioned.
We consider the Hoerl and Kennard type (1970) ridge regression (RR) modifications of
the five quasi-empirical Bayes estimators of the regression parameters of a measurement
error model when it is suspected that the parameters may belong to a linear subspace. The
modifications are based on the estimated covariancematrix of the estimators of regression
parameters. The estimators are compared and the dominance conditions as well as the
regions of optimality of the proposed estimators are determined based on quadratic risks.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

The standard assumption in the linear regression analysis is that all the explanatory variables are linearly independent.
When this assumption is violated, the problem of multicollinearity enters into the data and it inflates the variance of
an ordinary least squares estimator of the regression coefficient, see [28] for more details. Obtaining the estimators for
multicollinear data is an important problem in the literature. The ridge regression estimation due to Hoerl and Kennard [13]
works well in multicollinear data. The ridge estimators under the normally distributed random errors in a regression model
have been studied by e.g., [31,18,19,6,12,3] etc. The details of development of other approaches and the literature related to
the ridge regressions are not within the scope of this paper.

Another fundamental assumption in all statistical analyses is that all the observations are correctly observed. When
this assumption is violated, the measurement errors creep into the data. Then the usual statistical tools tend to loose their
validity, see [8,7] for more details. An important issue in the area of measurement errors is to find the consistent estimators
of the parameters which can be accomplished by utilizing some additional information from outside the sample. In the
context of multiple linear regression models, the use of additional information in the form of a known covariance matrix of
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measurement errors and a known matrix of reliability ratios, both associated with explanatory variables, has been studied,
see e.g., [9,21–26,30,34,16,37] etc.

When the problem of multicollinearity is present in the measurement error ridden data, then an important issue is how
to obtain the consistent estimators of regression coefficients. One simple idea is to use the ridge regression estimation over
the measurement error ridden data. An obvious question that crops up is what happens then? In this paper, we attempt to
answer such questions.

It is well known that Stein [38,14] initially proposed the Stein estimator and positive-rule estimators. The preliminary
test estimators were proposed by Bancroft [4]. On the other hand, ridge regression estimators were proposed by Hoerl
and Kennard [13] and they combat the problem of multicollinearity for the estimation of regression parameters. Saleh
[29, Chapter 4] proposed ‘‘quasi-empirical Bayes estimators’’. So we have considered five quasi-empirical Bayes estimators
by weighing the unrestricted, restricted, preliminary test and Stein-type estimators by the ridge ‘‘weight function’’. The
resulting estimators are studied in measurement error models. The quadratic risks of these estimators have been obtained
and optimal regions of superiority of the estimators are determined.

The plan of the paper is as follows. We describe the model set up in Section 2. The details and development of the
estimators are presented in Section 3. The comparison of estimators over each other is studied and their dominance
conditions are reported in Section 4. The summary and conclusions are placed in Section 5 followed by the references.

2. The model description

Consider the multiple regression model with measurement errors

Yt = β0 + x′

tβ + et , Xt = xt + ut , t = 1, 2, . . . , n (2.1)

whereβ0 is the intercept term andβ = (β1, β2, . . . , βp)
′ is the p×1 vector of regression coefficients, xt = (x1t , x2t , . . . , xpt)′

is the p × 1 vector of set tth observations on true but unobservable p explanatory variables that are observed as Xt =

(X1t , X2t , . . . , Xpt)
′ with p × 1 measurement error vector ut = (u1t , u2t , . . . , upt)

′, uit being the measurement error in the
ith explanatory variable xit and et is the response error in the observed response variable Yt . We assume that

(x′

t , et , ut) ∼ N2p+1

(µ′

x, 0, 0
′)′, BlockDiag(Σxx, σee, Σuu)


(2.2)

with µx = (µx1 , µx2 , . . . , µxp)
′, σee is the variance of et ’s whereas Σxx and Σuu are the covariance matrices of xt ’s and ut ’s

respectively. Clearly, (Yt ,X ′
t )

′ follows a (p+1)-variate normal distributionwithmean vector (β0+β′µx, µx
′)′ and covariance

matrix
σee + β′Σxxβ β′Σxx

Σxxβ Σxx + Σuu


. (2.3)

Then the conditional expectation of Yt given Xt is

E(Yt |Xt) = γ0 + γ ′Xt (2.4)

where γ0 = β0 + β′(Ip − K ′
xx)µx, γ = Kxxβ, β = K−1

xx γ , and Kxx = Σ−1
XX Σxx = (Σxx + Σuu)

−1Σxx is the p × p matrix of
reliability ratios of X , see [9].

Our basic problem is the estimation of β under various situations beginning with the primary estimation of β assuming
Σuu is known.

Let

S =


SYY SYX
SXY SXX


(2.5)

where

(i) SYY = (Y − Ȳ1p)
′(Y − Ȳ1p), Y = (Y1, Y2, . . . , Yn)

′, 1n = (1, 1, . . . , 1)′.
(ii) SXX = ((SXiXi)), SXiXi = (xi − X̄i1n)

′(xi − X̄i1n)

(iii) SXiY = (Xi − X̄i1n)
′(Yi − Ȳi1n), SXY = (SX1Y , SX2Y , . . . , SXpY )

′

(iv) X̄i =
1
n

n
t=1 Xit , Ȳ =

1
n

n
t=1 Yt .

Gleser [9] showed that the maximum likelihood estimators of γ0, γ and σzz are just the naive least squares estimators,
viz.,

γ̃0n = Ȳ − γ̃ ′

nX̄, γ̃n = S−1
XX SXY and σ̃zz =

1
n
(Y − γ̃0n1n − γ̃ ′

nX)′(Y − γ̃0n1n − γ̃ ′

nX) (2.6)

provided

σ̃ee = σ̃zz − γ̃ ′

nK
−1
xx Σuuγ̃n ≥ 0. (2.7)
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